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High rate underwater communications have traditionally relied on equalization methods to
overcome the intersymbol interferenc¢tSl) caused by multipath propagation. An alternative
technique has emerged in the form of time-reversal, which comes at virtually no cost in
computational complexity, but sacrifices the data rate and relies on the use of large arrays to reduce
ISI. In this paper, spatiotemporal processing fuptimal multipath suppression is addressed
analytically. A communication link between a single element and an array is considered in several
scenarios: uplink and downlink transmission, with and without channel state information
and varying implementation complexity. Transmit/receive techniques are designed which sim-
ultaneously maximize the data detection signal-to-noise ratio and minimize the residual ISI, while
maintaining maximal data rate in a given bandwidth and satisfying a constraint on transmitted
energy. The performance of so-obtained focusing techniques is compared to the standard ones on a
shallow water channel operating & 5 kHz bandwidth around a 15 kHz center frequency. Results
demonstrate benefits of focusing techniques whose performance is not conditioned on the array size.
Optimal configurations are intended as a basis for adaptive system implementation in which channel
estimates will replace the actual values. 2005 Acoustical Society of America.
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I. INTRODUCTION A. Previous work

Several research groups have been involved in applica-

High rate, bandwidth-efficient underwater communica- . . . !
tions have traditionally relied on adaptive equalization meth-tIon of time-reversal arrays to undersea acoustic communi-
ds t th 'yt bol i tpf mclﬁ) db cations, addressing active phase-conjugation for two-way
0ds o overcome the Intersymool interiere Causet by communication, as well as passive phase-conjugation for
multipath propagation. Excellent performance of these re-

. _ ) . . ~one-way communication from a single-element source to an
ceivers comes at a price of high computational compIeX|tyarray

While proce;s_ing complgxity can be somewhat reduced by  Tha Scripps group has been engaged in experimental
use of sophisticated spatiotemporal multichannel equal’rzerswork, using large arrays to demonstrate spatial and temporal
retrofocusing techniques appear to offer a different approad?ocusing of phase-coherent communication sighatCom-
In traditional equalization, all of the signal processing is permunication begins with a single-element source transmitting
formed at the receiver side, while the transmitter uses stanne initial probe to an array. The array then uses the time-
dard signaling waveforms, which are desigrefriori, and,  reversed replicas of the received, channel-distorted probe to
hence, are not matched to the channel. A different, and pogjeneratdransmitfilters that are subsequently used for pulse-
sibly better approach results if signal processing can be spl§haping the information sequence that is sent back to the
between the transmitter and receiver. Such an approadburce. This method of two-way communication is called
forms the basis of spatiotemporal retrofocusing. active phase-conjugation. In one of the experiments, a 30
In its simplest form, retrofocusing is achieved by trans-element array, operating at a center frequency of 3.5 kHz,
mitting a time-reversedor equivalently, phase-conjugated in was used to transmit PSK signals pulse-shaped at the trans-
the frequency domajmreplica of a probe signal received ear- mitter array by a time-reversed replica of the probe signal
lier from the source location. This technique has been userkceived earlier. No signal processing was employed at the
for medical imaging, therapy, and material testnghile  receiver, and transmission at 1 kbit/s over 10 km was re-
more recently, time-reversal has been investigated as a comperted.
munication technique that offers lower computational com-  The University of Washington group has addressed ex-
plexity as compared to traditional equalizatibhHowever,  perimentally the technique of passive phase-conjugdiith,
in high rate communications time-reversal alone does noin which the same principle of time-reversal is used for one-
eliminate ISI, the fact that motivates present analysis and theay communication. In this technique, the single-element
search for optimal retrofocusing techniques. source sends a probe, waits for the channel reverberation to
subside, and then transmits the information-bearing signal to

3Portion of this work was presented at the High Frequency Ocean Acoustictshe array. The received channel-distorted prObe IS time-

Conference, March 2004. reversed and used at each array elementraseivefilter for
PElectronic mail: millitsa@mit.edu subsequent detection of the information-bearing signal. Peri-
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odic insertion of the probe signal is necessary to account fooften fails to recognize that time-reversal alone does not pro-
the time-variability of the channel. The technique was demvide temporal focusing necessary to eliminate ISI caused by
onstrated experimentally using a 14 element array, operatingiultipath propagation. Time-reversal recombines multipath
in the 5-20 kHz band, to transmit data over distances oénergy in a manner of matched filtering, whose function is to
about 1 km. Transmission at 2 kbits/s was reported; howevemaximize the SNR at a given time instant, and not to elimi-
such transmission could only be sustained for a short periodate ISI. In fact, matched filterinigcreasesemporal disper-
of time, after which the probe signal had to be retransmittedion of the signal, i.e., the duration of the overall impulse
to account for the channel time-variabilitgrobe retransmis- response of the system. While SNR maximization is an ap-
sion effectively reduced the data rate by a factor pf@  propriate optimization criterion for single pulse focusing, its
recover the loss in data rate, decision-directed phaseapplication to communication problems, wherseguencef
conjugation was used, in which the detected data stream waata-modulated pulses is transmitted at a high rate, must be
used to regenerate the channel estimates. Passive phase cgpproached judiciously. For signals that contain temporal
jugation was compared to standard equalization, showindispersion, matched filter represents only the front end of the
that significant performance degradation, which increasegptimal receiver, and must be followed by a sequence esti-
with signal-to-noise ratigSNR) and eventually leads to satu- mator or an equalizé.
ration, is the price to be paid for low computational  Multipath components that remain after matched filter-
complexity* ing contribute to residual ISI, whose severity depends on the
In parallel with these experimental efforts that empha-channel. If not equalized, residual I1SI may completely pre-
size low-complexity processing using time-reversal, a thirdvent detection. Increasing the number of array elements in a
group of researchers at IST, Portugal, focused on analyticalme-reversal array only helps teduceresidual IS, but it
work."*~?° Realizing that probe retransmission considerablydoes not eliminate it. Hence, if time-reversal is to be used
reduces the effective data rate in both active and passiv@ward eliminating the multipath distortion without sacrific-
phase-conjugation, this group proposed the use of adaptiiig the data rate, it must be combined with equalization to
channel estimation to generate the up-to-date time-reversedmove residual 1SI. However, the advantage of this ap-
filters directly from the received information-bearing signal, proach to standard equalization that uses fixed transmitter
thus eliminating the need for probe retransmissimevita-  wave forms is not apparent. The use of retrofocusing for
bly at the expense of increased computational complexity complete suppression of multipath thus remains an open
This group also proposed the use of low-complexity adaptiV%]uestion.
equalizationin conjunctionwith time-reversal. In this paper, a solution is proposed to the following
As the early experiments devoted to implementing time-proplem: If the channel responses between a single element
reversal in the ocean and testing the basic concepts havgg an array are known, determine the optimal transmit/
shown, suppression of multipath effects through time-eceive technique that the two can use to simultanediiisly
reversal can be achieved at the expense of reduced daiminate ISIand (i) maximize SNR, while maintaining
throughput and/or the need for a large array. For a bettehaximaldata rate in a given bandwidth and satisfying a con-
utilization of channel resources, additional signal processingyraint on transmitted energy. Note that because it allows for
is necessary to eliminate ISI and enable high-rate communiansmitter as well as receiver optimization, the solution dif-
cations. L fers from standard equalization. Also, because it explicitly
Ensuring ISI-free transmission in a system that has mulyeqyires minimization of IS, it differs from time-reversal.

tiple transmit/receive elements is a major asset in a channglhe regyiting system doemt depend on the number of array
whose bandwidth is severely limited. In particular, it 1ays gjements to minimize the multipath distortion, i.e., it does

ground for capacity improvement through the use of spaceqq trade the computational complexity for the array size, but
time coding and multi-input multi-outpdMIMO) signaling.

) : - , instead provides an answer for a variety of applications that
This technique, developed originally for radio channels, wag.;nnot afford large arrays.

shoyvn to increase the fundamenFaI chgnnel capacity in pro- g thoge applications that also cannot afford processing
portion to the number of transmit/receive elements dSed. power at both ends of the link, a constrained optimization
However, capacity-approaching codes are known only fof,p1em is considered. A complexity restriction, likely to be

ISI-f_ree channels. MIMQ signal processing for cor_1troII|ng imposed on the remote, single-element end, forces its
the intersymbol and the inter-channel interference in undert-

. d4d din the f K ransmit/receive filters to use no knowledge of the channel.
wate_r acoustic system§ was addressed In the framewor qfhe resulting one-sided focusing solution sacrifices some of
multiple-user communicatiorfs, and, more recently, for

. - : . . the performance of the two-sided focusing in exchange for
single-user communications using multiple transmit

| 26 R . | its d rate | minimal implementation complexity. Analytical results are
elements?” Recent experimental results demonstrate arg%rovided to quantify this trade-off.

bandwidth efficiency improvement over acoustic channels, A related question that emerges during the study of op-
provided that accurate channel estimation is available angmal focusing is the following: If the requirement for no IS|

that residual ISl is kept at a minimum. is relaxed, and the use of both channel-dependent transmit
filtering and equalization at the receiver is allowed, what is
the optimal system configuration, and how does its perfor-
While recent research demonstrates the potential ofmance compare to that of optimal focusing? Analytical solu-
time-reversal in spatial localization of acoustical energy, ittion to this problem provides an upper bound on the perfor-

B. Problem definition
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FIG. 1. Uplink (above and downlink(below) transmission. An equalizédashed boxmay or may not be used.

mance of all spatiotemporal processing methods. standard equalizationSystem optimization is first addressed
System optimization is addressed in Sec. Il. under variunder no ISI requirement, while optimization of transmit fil-

ous optimization criteria. In Sec. lll., the performance oftering for use in conjunction with equalization is addressed

resulting techniques is compared through numerical compusubsequently.

tation of the analytical expressions for predicted performance

of a system operating at 10 kbits/s 03 kmshallow water A Transmitter /receiver optimization for no ISl

channel. Results demonstrate the benefits of optimal focugfocusing )

ing which outperforms time-reversal, and whose perfor-

mance is not contingent on the array size. The conclusions Ehle quli_ﬁn%e ]f)f Qatatsygbcni(snt)h IS traglsmltt_edt a;. ad
are summarized in Sec. IV. symbol rate IF. Referring to Fig. 1, the problem is to fin

Optimal configurations discussed in this paper are in_thett;ﬁnsg&tlgec?l\t/ﬁ fllterso(f).and Gl.(f.)"'d'GM(B S;J(;h th
tended as a basis for adaptive system implementation iwa e, a e.recelver-ls maX|m_|z_e ’ su-JeAc 0 the
constraint that there is no ISl in the decision variatlés)

which channel estimates will replace the unknown, time-=* . . .
varying responses. An adaptive channel estimation proce- Y(nT), and that finite transmitted energy per symBois

dure, which uses a low-complexity decision-directeduS€d- The channel respons€g(f), m=1,..M, and the
approact® is suitable for this task. power spectral densit,(f) of the uncorrelated noise pro-
’ cessew,(t), m=0,...M, are assumed to be known.

Let the composite equivalent baseband channel transfer
function be denoted by

In this section, system optimization is addressed for up- M
!ink.and downlink communicatio(to/frqm array, as ShOYVI’] F(f)=Gy(f) 2 Gm(f)Crm(f). (1)
in Fig. 1. Performance is assessed using SNR as the figure of m=1
merit,. anq compared to tha’g of time—reve_rsal, stlandallrd Iin.earrhe received signal after filtering is then given by
equalization, and transmit time-reversal in conjunction with
gquglization(receive time-reversal is identigal to matched y(t)zz d(n)f(t—nT)+z(t) ©)
filtering, which, when followed by an equalizer, reduces to n

Il. SYSTEM OPTIMIZATION
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where the noise(t) has power spectral density

M
> |G2(f)| for uplink transmission
X4 m=1

|G2(f)| for downlink transmission.

()

The requirement for no ISl is expressed as

F(f)=X(f), (4)

where X(f) is a Nyquist transfer function, i.e., it is band-
limited to | f|<1/T, and its waveform in timex(t), satisfies
the condition

Xo for n=0

x(nT)= ©)

0 otherwise.

Without the loss of generality, we take thd(f)=|X(f)|.

For example, X(f) can be chosen as a raised cosinet

spectrunt’ whose bandwidttB is controlled by the roll-off
factor @€[0,1], B=(1/T)(1+ a). Whena—0, X(f)—T for

|f|<1/2T, and no excess bandwidth is used, i.e., maximal,

2

Exo

SNR= ——————
o 1Z1GE(F)|df

2
Exg

= X(f)
TN G(F)C(F)[2

dffE2Su(H)Eh_ 1| GA(F)[df
9

This function is to be maximized with respect to the receive
filters G,,(f), m=1,...M. To do so, we use a two-step pro-
cedure, each step involving one Schwarz inequality. The first
inequality states that

M

2 M M
mE:l G (H)Cp(F) smzzl |Ga<f>|n§1|ca<f>|, (10)

where the equality holds for

G(f)=a(f)CR(f). 11)

We note similarly with time-reversal in that receive filters
should be proportional to the phase-conjugate of the channel
ransfer functions. However, there is room for additional im-
provement through optimization of the functiar{f).

Denoting the composite channel power spectral density

symbol rate is achieved for which ISI-free transmission is

possible within the available bandwidth.

When there is no ISI, the received signal, sampled at

timesnT, is given by

y(nT)=d(n)xg+z(nT) (6)
and the SNR is
2X2
SNR= Udzo. 7)
g

whereo3=E{|d?(n)|} and o= [T ZS,(f)d]f.

M
y<f>=mE:1 |Ca(D) (12)

and using the inequalityl0) we have that

SNR

EXg

Al

e X3(f)

i o Szl Gr(Dldf
m=11~m

(13

The total transmitted energy is the energy of the signal

Ug(t)==,d(n)ge(t—nT) for the uplink scenario, or the sum
of energies of the signalsi,(t)==,d(n)g,(t—nT), m

=1,...M for the downlink scenario. The power spectral den-

sity of these signals i§um(f)=(1/T)Sd(f)|Gm(f)|2, where
Sy(f) is the power spectrum of the data sequeficé.the
transmitted energy per symbol is setEpassuming uncor-
related data symbolsS(,(f)=a§), the energy constraint is
expressed as

EZO'S

y [FIIGa(F)]df,
oy LG df,

for uplink transmission

for downlink transmission.

®

1. Unrestricted optimization (two-sided filter
adjustment)

Applying a second Schwarz inequality to the denominator of
the SNR bound yields

Fm X3(f)
—= y(£)2 | GA()|

rw& mdfr
— \Jy(f) ’

where the equality holds for

. M
at [ st 3, [Ganlar

=

=

(14)

X(f M
0 )=ﬁm§l |G ()] (15)

Vr(F) Su(f

and g is a constant. Combining the conditioikl) and (15)
we obtain the optimal value

1 1 JX(H

VB Sw(h) ¥4

a(f)= (16)

Let us first consider uplink transmission. Taking into
account the energy constraint, and the no-ISI requiremenf he transmit filter is now obtained from the no-ISI condition
Go(f)=X(f)IZh_ G (f)Cr(f), the SNR is expressed as  (4) as
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X(f) Applying the Schwarz inequalit§10) to the above integrand

Go(f)= ——+ 1 i
. M
and the constang then follows from the energy constraint o )
(8, uplink: SNR<0df_m s 7H .2, [Galdf (23)
X(f) with equality holding forG,(f)=a(f)C}(f), m=1,..M.
== Ud'gf VSu(h) )df (18 Combining this condition with the matched-filter require-
. ment (21) and the no-ISI constraint, we obtain the optimal
The desired filters are given in the following: value
Go(f)=K(F)VyX(f)y ),
f)= 1 vX() VS,(f 24
G(1) =K HHX(Dy 2 4HCx(F), m=1,..M D=5 5@ VSl 24
where The constanp can now be determined from the energy con-
> straint(8, downlink:
Elog 1/4
K(f)= X SN (f). 19 1 [+ X(f)
/—_ E=0i— f f —df 25
We can verify that the result reduces to the known case byhe desired filters are given in the following:
settingM =127 O]
This selection of filters achieves maximal SNR, Gol(F)=K=(f) vX(T),
e X(f) Gn(H)=K(H)VX(f)y HHCh(), m=1,.M
SNR,=Ex3 f VSy(H)—= df] : (20)
A R Jy(H) where
where the index “2” signifies the fact that both sides of the E/ o2
link adjust their filters in accordance with the channel. K(f) d SYA(t). (26)
Filter optimization in the downlink transmission case is Fr25,(f) X(f) df
accomplished similarly, by a double application of the o v(f)

Schwarz inequality. The resulting filters are given in the
same form as for the uplink case, except that the fa€{di

is reciprocal of that given in Eq.19). The same maximal
SNR, SNR (20), is achieved.

This selection of filters achieves the maximal SNR
available with one-sided adjustment,

X(f )

| sunSaye

2. Restricted optimization (one-sided filter
adjustment) In the uplink transmission case with restricted computa-

We now turn to the situation in which one side of the tional complexity, the transmit filter is simply chosen as the
communication link is restricted to have minimal complexity, Standard(e.g., square-root raised cosininction, and an
such as when limited processing power is available at on@nalogous optimization procedure results in the following
end of the link. Namely, we constrain the single-element sidéolution:
to use afilteiGy(f) that is fixed, i.e., it may not be computed —
as a function of the channel responses. Go(f)=K )

To illustrate the optimization procedure, we look at the LX(F) “1(f)c* _
downlink transmissionpcase. Thepno-ISI condition still must Cn(D=KNX(Dy (N, m=1...M
hold, F(f)=X(f), and to maximize the SNR, this transfer where
function should be divided between the transmitter and re-

. 2
ceiver so that Ko /E/Ud_ 29
VX(f) Xo
Go()=8 NSYGX 2D The same SNR, SNR(27), is achieved.
Comparing the SNR available with and without com-

where g is a constant. For this selection, the SNR achievegjexity restriction, we find that SNRESNR,. The two

-1

SNR,=EX, (27)

the Schwarz InequalltYmatChed f||te)' bOUnd SNRs are equa| On|y Whe’ﬂ(f) is propor“onaj toSW(f)
+oo 2 In what follows, we shall focus on the usual case of
SNR= Ud”""(i(’(f)z”‘:l?m(f)cm(f)| white noise,S,(f)=Ny. Note that the factors(f) then
e (f)|G ()[df become constants independent of frequency in both two-
2 sided and one-sided focusing, and the same set of filters may
= e 1 be used for uplink and downlink transmission. The SNR ex-
<0y m(f)Cm(F) (22) .
o Su(F) | pressions reduce to
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— 2 f
SNR, NOXO ﬁx —Wd

o X(f) 1—2 C. Time-reversal performance with equalization
(29

The performance of time-reversal saturates because of
residual ISI. To overcome this limitation, an equalizer may
and be used. We look at the downlink scenario, where an optimal,
1 minimum mean squared errdMMSE) linear processor is

(30) employed. It consists of a receiving matched filter followed
by a symbol rate sampler and a linear MMSE equalizer. For
Hwe received signal samples given in the fo{®i) with un-
correlated data sequence, the MMSE equalizer has a transfer
“function

SNR, = E fﬂc—X(f)df
No 0 S ()

We now want to compare these values of SNR, achieve
through optimal focusing, to the SNR achieved by time
reversal and methods based on equalization.

OAF*[f]

- 2 '
FLf]|“+S/f
B. Time-reversal performance with residual 1SI oal LTI+ S

When no care is taken to ensure focusing, the samples gfnereFf] is the folded spectrum of the. overall response
the received signal contain residual 1SI: F(f), andS,[f] is the power spectral density of the discrete-
time noise procesg(nT). The receiving filter is matched to

the overall response,

Alf] (36)

y(nT)=f(0)d(n)+kE f(kT)d(n—k)+z(nT). (31
#n

M
Assuming uncorrelated data symbols, the SNR is given by Go<f>=mE:1 GR(H)CR(f) (37)
21£2
SNR.— o4 2(0)| (32 SO that F(f)=|G2(f)|, and, henceS,[f]=NoF[f]. The
023 ol FA(KT) |+ 02 equalizer transfer function thus reduces to

We look at the following scenarios. On the uplink, the trans- o}
mitter uses a standard filteG(f)=K,yX(f), and the re- No
ceiver use$ ,(f) =G (f)CX(f), m=1,...M. This scenario Alf]= ———. (38)
is analogous to idedlnoiseless passive phase-conjugation. 1+ ﬂp[f]
On the downlink, the transmitter usesG,(f) No

=KgVX(f)Cr(f), m=1,..M, and the receive filter is sim-

; 7
ply Go(f)=yX(f). This scenario is analogous to active The SNR at the equalizer outputis

phase-conjugation. The constarks,, Ky are determined 1 +12T 1 -t
from the energy constraint3). The resulting SNR is the SNR= ———1= f df —1.
same in the uplink and the downlink scenarios, and it is MSE - 1+EF[f]
given by No
(39
E
N For the transmit filter selection as in active phase-
SNR,= - 0 , (33 conjugation,G,(f) =KyvX(f)Ch(f), m=1,..M, we have
X
e 0 that
No™ = [IZX(f)y(f)df )
O ()= o x(1)2(F) (40)
where No " fraX(fphdf

2 +1/2T 2
= Zirol KT _ T/ 20Xy (34)  This transfer function is used to compute the resulting SNR

|£2(0)) [JEEX(E)p(Ddf|? (39):
and Xy[f] is used to denote the folded spectrum of 1T 1 -1
X(F)y(f): SNR=TJ df| -1
(f) (1) o R T ——
13 k k e vde )
Xy[fl== 2 Xl f+=|y f+=]. 35 JZX(E) v(f)df
UUREIPY TN T (39 (41)

It is interesting to observe that as the noise vanishes, i.ewhereXv?[f] is the folded spectrum ok(f)y?(f).

E/Ng— +, unlike with optimal focusing when In the uplink transmission case, time-reversal filtering at
SNR, ,— +, the performance of time-reversal saturatesithe receiver is followed by equalization. Because passive
SNR,— 1/p. The value ofp depends on the channel charac- phase-conjugation is equivalent to matched filtering, and the
teristics, expressed through the functip(f), and the sys- transmitter uses a fixed filter, this case is identical to standard
tem bandwidth, expressed through the functiq(f). equalization, which is treated next.
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D. Equalizer performance E. Transmitter /receiver optimization for a system with

. . equalization
A standard equalizer does not rely on time-reversal atq

the transmitter, but instead uses pre-determined, channel- So far, we have looked at optimal focusiffjter opti-
independent filters. In the downlink case, the transmit filtergnization under no-ISI constrainand at MMSE equalization
are G(f)=KgyX(f), m=1,..M, and we have that using a priori selected transmit filters. However, it is pos-
sible to look at a system in which both channel-dependent
0'5 E/Ng ) transmit filteringand equalization are used. In other words, if
N—OF(f)= Mo X(f)Z4(f), (42 the requirement for no ISl is relaxed in the optimal system
design, and the equalizer is allowed at the receiver, the ques-
tion is what transmit/receive filtering should be used to maxi-

where mize the SNR. Note that because this optimization criterion
M is less restrictive than that of focusitithe no-ISI constraint
S(f)= E Cm(f)‘_ (43) has been removédmproved performance may be expected.
m=1 Also, performance must be improved with respect to stan-

_ _dard equalization, which represents only a special case of
Note that this case may represent a poor system design 8$,,smit filter selection.

transmission over multiple channels with different delays  gq, any given transmit filtering, an optimal linear re-

creates additional time spreading, and the channel transf@giver consists of a matched filtéor a bank of matched
functions add directly in the above expression, possibly in gjiers for the uplink scenarjofollowed by a symbol-spaced
destructive manner. The resulting SNR is computed from Egy\sg equalizer(36). Both the matched filter and the equal-
(39): izer transfer functions depend on the transmit filter selection,
and consequently, so does the achieved SNR. We want to
SNRs gown find the transmit filtefs) for which the SNR at the equalizer
1T 1 -1 output (39) is maximized. Transmit filtering, in turn, will
= Tf df -1, (44 determine receive filtering and the equalizer.
v E/Ng 20£] Let us first consider the uplink case. Maximizing the
M [F2X(f)df SNR is equivalent to minimizing the MSE, which is defined
by the overall transfer functioR (f)=|G3(f)| y(f). We as-
whereX3 [ f] is the folded spectrum ok(f)S2(f). sume that the system operates in minimal bandwigltre-

In the uplink scenario, the MMSE linear processor con-quired to support ISI-free transmission at symbol rafg, 1/
sists of a bank of matched filter&,(f)=GZ (f)C¥(f), m  i-€.. Go(f) is zero for |f|>1/2T. Then, the optimization
=1,...M, as in passive phase-conjugation, whose outputs areroblem is to find the functio®(f) for which
summed, sampled at the symbol rate, and processed by a 1T 1
linear equalizer. This process is also called multichannel MSEup:Tf 5 df (47
equalization. The MMSE equalizer is again defined by Eq. v, ﬂ|G2(f)| )

(38) where the overall transfer function is now(f) NoT'© Y
=|G3(f)| y(f). For the standard transmit filter selection
Go(f) =K, vX(f), we have that

" is minimized, subject to the constraint on transmitted energy,

1/2T
agf |G2(f)|df=E. (48)
/Ng —1/2T

Xo

2
a E
o F(H=—=X(H)y(f). (45

0 In the downlink case, the MSE is defined by the overall
transfer functionF (f)=|=M_,G(f)Cn(f)|?, and we want

The resulting SNR is computed from B@9): to find a set of function&,(f), m=1,...M for which

. Tme 1 iy -1 . +1/2T 1
5.up m EMNg - ’ MSEd*’W”:Tf—l/ZTH o |SN_1Gm(f)C <f)|2cIf
rExhde NoT '~ m=t=m /=

(46) (49

. is minimized, subject to the constraint on transmitted energy,

where, as beforeX y[ ] is the folded spectrum of(f) y(f).
. . . . . M
Comparing uplink and downlink equalization, we have o [V 5

that SNR = SNR; 4oun. The two are equal if the channel Udﬁlmmz:l Gh(f)|df=E. (50
transfer function<C,(f), m=1,...M are identical and con- o . _
stant within the signal bandwidth. It is not clear, however,Realizing that the downlink MSE is bounded by
how SNR, gouwn COMpares with SN, i.e., what is the ad-

. : O . . +1/21 1
vantage, if any, of using transmit time-reversal in conjunc- MSEdownZTJ' . df, (51)
tion with equalization. This question gives rise to a broader -zt 0d | 5

. o ; R 14+ ——|a*(f)| y(f)
one of optimal transmit filtering for use with equalization. NoT
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which is achieved foiG,(f) = a(f)C} (f), m=1,..M, the

downlink optimization problem can be reduced to the same

form as that of the uplink problem. Namely, if we define

o(f o4 |Go(f)|?  for uplink transmission
=——X
(f) NoT " | |a(f)|?y(f) for downlink transmission,
HES ! 52
Ifl<>7 (52
then
J‘l/ZT 1
MSE=T ——df 53
AT A &3

is to be minimized with respect to a real, non-negative func-

tion ®(f), subject to the constraint that

1/2T E
TJ O (f)df=— (54
— 1T No’
Using the Lagrange method, we form
vzt 1
A(D =Tf - df
(D= ) T e((D
vt E
+X Tf d(f)df——|, (55
— 121 No

where\ is a constant. Differentiating the above function with
respect to®, and setting the derivative equal to zero, pro-

vides the following solution:

1 1
d(f)= >T 27|

(56)

”JJ_JR?-ll feaf{—

Substituting this solution into the constrai®i4) we obtain

E+U“ df
1 x _N V2T, ) (f) (57)
\/X ’ 1/2T 1 d .
—-1/2T ’)’(f)

To ensure a valid solution fo(f), we must verify that
Ko=1/y(f), Ve[ —1/2T,1/2T]. This condition will hold
if Ko=1/\ymin Where ymin is the smallest value of(f)
within the available bandwidth,

min{y(f)}.

feBg

Ymin=™ (58

If this is not the case, the expressiB6) does not represent
a valid solution. We then modify the solution as follows:

fE BLCBO

KA -1]

0 otherwise

O(f)= (59

whereK, is determined from the energy constrafft),

1180 J. Acoust. Soc. Am., Vol. 117, No. 3, Pt. 1, March 2005

E +Tf ! df
No BLy(f)

1
T df
Jo, 77— o)
and B, is the maximal bandwidth for whickK, =1/{/y(f),
VfeB,.

To gain insight into this definition, we note that when-
ever it is decided a priori thab(f) is zero for some fre-
quency regionB, (the complement oB, within By), the
MSE (53) can be expressed as

1
MSE=Tf_df+Tf ——df 61
T v (6D
and the energy constraint becomes
E
Tf d(f)df=— (62)
B, N

The solution(59) then represent$ (f) for which the second
MSE term is minimized subject to the energy constraint. In
order to minimize the first MSE term as well, the smallest
possible frequency regioB, (i.e., the largesB,) should be
chosen, hence the definition Bf .

We further define the set of frequenciBs to be

BL={feBo:y(H)=n}, (63
wherey, is the smallest value of(f) within By, for which

K.=1Ny,

y=  min  {y(f)}.

feBy:K =11y

(64)

WhenB, is defined via the thresholg, , then this threshold
should be minimized. Separation of the frequency regins
andB, based on thresholding of the channel functidt) is
intuitively satisfying, because it states that if transmit energy
is limited, it should not be wasted on those regions where
v(f) is low.

The solution forK_ can be obtained numerically, start-
ing with B, =By=[ —1/2T,1/2T]. If the resultingK, =K,
= 1/\ymin, then®(f) has a full nonzero solutio(s6). If this
is not the caseK, is computed from Eq(60) iteratively,
increasingy, from the initial valuey,, by a small amount
Ay, in each step, until the conditid&, =1/, is met. The
search fory, then stops, and the solution fdr(f) follows
from Eqg. (59).

The desired transmit/receive filters are given in the fol-
lowing:

Go(f) =K\ (f),

Gm(f)=KJ®(F)Cx(f), m=1,..M,

Gm(f) =K@ (f)y YA F)Cr(f),
m=1,..M,

=K\ (f)y"4f)

uplink:

downlink:

where

Milica Stojanovic: Retrofocusing for acoustic communications
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multipath properties
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bars: murtlpath coefficients (normallzed power) :
o6l 4o E....cwcles:anglgsofar.nval[erag] ............... ........
05 oo ............... ................ ........
FIG. 2. Multipath characteristics of the example chan-
oab o N R S S nel: path gain magnitudgs,| and angles of arrivap,
’ : : : : i are shown at corresponding delays (reference delay
: : : : is 7=0).
0_3_ ...................... , ............... ................ ........................
oz . ] .
Y IR — R e ——— ]
0 1 1 1 1
0 2 4 6 8 10
path delay [ms]
K=NgT/a?. (65)  arrivals,P. Each multipath component is characterized by a

) . o gainc,, delayr,, and angle of arrivab,, which are com-
The equalizer transfer functiofup to the normalizing con- puted from the propagation path length. The path gain
stantcrf,/NO) is the same for uplink and for downlink trans- magnitude is computed 48p| =T,/VA(l,), whereT <1
mission. may be used to model loss due to reflectiore choose each
1 1 reflection to introduce &2 loss in amplitudg and A(lp) is
- - — I
17070’ |f|< 5T (66)  the nominal acoustic propagation logs(l,) =1 [a(fc)]
_ . calculated assuming practical spreadikg,1.5, a carrier fre-
This system achieves the SNR, quency f,=15kHz, and absorption according to Thorp.
2 [For f. in kHz, a(f,) is given in dB/km as
—— 4 ] 10loga(f.) = 0.11f2/ (1 + f2) + 44f2/ (4100+ f2) + 2.75
BLVy(f) X 10"4f2+0.003.] The path gain phase is computed as
1] 1 £ c,=—2mf.7,. Observed across the array, there is a phase
-1

Alf]=

SNR4={1—TJ’ df+| T
BL

(67) delay ¢,=2m(d/\¢)sin g, between thg elements_ spaced by
d, where\.=c/f;, andc=1500m/s is the nominal sound
speed. In reference to the first element, the channel transfer
functions are given by

- +Tf ! df
No s ()
In the case wheB, =B, it is easily shown that

SNR,= SNR+SNR 1=SNR (69) Pl
2 2 - .
SNR Cm(f): E Cm,pe_JZWh—p!
Thus, this signaling scheme outperforms optimal focusing. P=0
The question, of course, is how great is the difference inyhere
performance. .
Cmp=Cpe (M V%, m=1..M. (69)

lil. PERFORMANCE COMPARISON As an example, we use a channel of depth 75 m, range of 3

In this section, we use an illustrative example to com-km, and the system mounted near the bottom. Three propa-
pare the performance of various techniques discussed: op@ation paths are taken into accoddirect, surface reflected,
mal focusing with two-sided filter adjustment, optimal focus-and surface-bottom-surface reflegteféigure 2 shows the re-
ing with one-sided filter adjustment, time-reversal, time-sulting multipath profile of the channel. We note that the total
reversal in conjunction with equalization, standardmultipath spread is 10 ms, which is on the order of that
equalization(with fixed transmit filtery and equalization us- observed experimentally.
ing optimized transmit filters. Performance is evaluated  The channel functiony(f) is shown in Fig. 3 forM
through numerical computation of the analytical SNR ex-=4 andM =32. Shown on the same plot is the desired sys-
pressions for a particular channel model. tem response&X(f) chosen as a raised cosine with roll-off
factor close to 0, which provides maximal bit rate for ISI-
free transmission in a bandwidB= 1/T. The symbol dura-

The channel model is based on geometry of shallowion is chosen to b& =0.2ms, corresponding to the band-
water multipath. We look at repeated surface-bottom reflecwidth of 5 kHz and transmission at 10 kbits/s if 4-PSK is
tions and take into account a certain number of multipathused, or 15 kbits/s if 8-PSK is used. The impulse response of

A. Channel model
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FIG. 3. Composite channel power spectral densi€y), and the impulse g1 4. performance of various techniques on the example channel: output
response of time-reversal which correspondX¢6) y(f). Multipath coef- SNR VsE/N, for fixed number of array elements

ficients are normalized such thm2p|cg| =1, and half-wavelength spacing
between array elements is used. ) ) . o .
servation from the viewpoint of designing a practical system

the overall system obtained with time-reversal is also shownith restricted processing complexity. The performance of

and it is evidently far from ideal. As the number of array ']Eime-r_eversz[Eq.l(|33)r,l dashhed curveis infe_riolr toloptimfal
elements is increased(f) tends to flatten out, resulting in ocusing and to all other schemes at practical values of SNR.

better, but not complete suppression of multipath througHBy practical, those values are meant that yield at least several
fime-reversal dB of output SNR, as this is required for an adaptive system

to perform in a decision-directed manner. The loss of time-
reversal becomes quite large even at a modeEdte, of
10-15 dB, and the performance saturates thereafter at a
Figure 4 summarizes performance results for the twovalue 1p determined by the channg4). Some of the loss is

examples. Let us focus on thd=4 case. We first confirm recovered by the use of an equalizer in conjunction with
that two-sided focusin§Eq. (29), solid curve labeled A” ] transmit time-reversdlEq. (41), curve labeled %" ]. How-
outperforms one-sided focusif&qg. (30), dashed curve la- ever, it is interesting to observe that this system compares
beled “A” ], but more interestingly, we observe that the dif- poorly with the standard equalizer that uses square-root
ference in performance is small. This is an encouraging obraised cosine transmit filters and equal energy allocation

B. Performance analysis
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across the arrajEq. (44), dashed curve labeled”” |. Stan- 10 ; ! ; ;
dard downlink equalization is inferior to its uplink counter- E/No=10 dB
part[Eqg. (46), solid curve labeled ©” ], which offers a con- or :
sistently good performance. Note that this performance is :
closely matched by one-sided focusing at moderate to higk 8
SNR. Finally, we confirm that equalization using optimized
transmit filters[Eq. (67), curve labeled *” ] provides an s
upper bound on the performance of all other schemes. More

important, we observe that this scheme offers negligible im-3, sf ; e 1
provement over focusing, which allows a much easier imple—g A _ i Asolid: 2-side focusifg (up/down).
mentation. & 5- AI _I(-F - Adastied: 1':—side/fbcus:ing (up/dde) e

With M =32, the performance of time-reversal im- s ‘dashed: time._reversal j :
proves; however, the saturation effect is still notable. None- 4—2‘*7 S breq (down, tme—reversalattx)
theless, it has to be noted that at low and modeEadé, up : odﬁgh/gd;ea, (down, standard tx.)’ :
to about 10 or 15 dB, with the increased number of elements. s g o wp, standardte)
time-reversal becomes the technique of choice as it offers _+7 % eq. (up/down, opt. tx)
near-optimal performance at minimal computational com- 2} s R Sl
plexity. Equalization in conjunction with transmit time- -7 _ ‘ ‘ ‘ ‘ :
reversal now outperforms standard downlink equalization, 1 i ' L i ' 5

0 5 10 15 20 25 30 35

while the performance of both focusing methods, as well as
that of standard uplink equalization, tends to the same opti-
mal curve. Comparing the performance achieved with 32 anc
with 4 elements demonstrates that optimal focusing is much
less sensitive to the array size than either of the technique:
based on time-reversdtecall also that the power in the
channel is kept constant with changing.

Performance sensitivity to the array size is summarized
in Fig. 5, which shows the output SNR as a functiorivbfor
a given symbol SNHE/Ng. Two values ofE/N, are takenas  _
an example, 10 and 20 dB. In each instance, we note supe='?[

number of array elements (M)

20

18

14

7

riority of focusing methods over time-reversal. Performance & e Asolid: 2-side focusing (up/down) -,

of focusing methods shows fast improvement with initial in- & ‘0'%42' o Axdashed:T-side focusing (up/down)
crease inM, and a small increment thereafter. Hence, good : dashed: tirie—reversal: 7 :
performance can be achieved without unduly increasing the 8 ' Feq-(down timesreversalatix)
number of array elements. For example, if one-sided focus- : O dashed: eg. (dowr standard tx. '

ing is used, andt/Ny=10dB, increasing the number of el- o O solid:eq: (p; standard )
ements beyond 6 offers less than 3 dB total improvement in _ *: o, {up/down, opt. tx.) _
performance. In contrast to this situation, time-reversal *f =i e . T
steadily gains in performance within the rangehdfshown; =TT ‘ ‘ ‘ :
however, it fails to achieve the performance of focusing % 5 10 5 20 25 0 35
methods. Most important, we observe that at moderate tc number of array elements (M)

high symbol SNR, one-sided focusing needs a relatively . . i
. FIG. 5. Performance of various techniques on the example channel: output

small number of array elements to approach the optimal pelsyg vsm for fixed symbol SNRE/N, .

formance.

Results of Fig. 5 also offer an interesting comparisontime-reversal does not consistently improve with increasing
between standard equalization and equalization in conjunavl (as does the performance of focusing techniques and up-
tion with transmit time-reversal. Using time-reversal at thelink equalization but instead exhibits an oscillatory behav-
transmitter offers an improvement provided thais greater ior, tending to the optimum only &d — . The values oM
than a certain number. In the example considered, this nunfer which the performance is best are those values for which
ber is 11 atE/N, of 10 dB, and 8 aE/N, of 20 dB. it happens so that the composite channel functi¢f) flat-

So far, we have considered uphb= 32 elements, butit tens out almost completely, i.ey(f)~1. At these values of
is interesting to observe the performance of time-reversaM, time-reversal approaches the performance bound. How-
with a further increase iM, to see what array size is needed ever, due to the nature of the functigff), the performance
to bring its performance to that of other techniques. Figure @loes not remain at optimum, but deviates from it with an
shows the performance of time-reversal for an extendeéhcrease irM. This fact underlines the suboptimality of sys-
range ofM. Shown on the same plot is the performance oftem design based on time-reversal only. In practice, it could
optimal focusing, which, on this scale, is indistinguishablebe difficult to rely on finding the optimal number of elements
from the system bound or multichannel equalization. An in-every time the array is deployed and system configuration
teresting effect is immediately apparent: the performance ofhanges.
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FIG. 6. Performance of time-reversal and optimal focusing for extended FIG. 8. Output SNR v\ for the three-path channel modeli=1.41\ .

range ofM.

serve that the same conclusions regarding performance com-

Finally, we investigate performance sensitivity to the parison between different techniques hold in the presence of
changes in multipath composition and the array elemengxtended multipath. To assess performance sensitivity to
spacing, both of which influence the channel functigif).  changes in relative strength of the multipath arrivals, a hy-
Figure 7 shows performance results obtained for the samgothetical case of a lossless six-path channel was investi-

channel model, but with six, instead of three multipath comgated. Suffice it to say that the same general conclusions
ponents taken into account. The total multipath spread is nowere made in this case.

somewhat greater than 60 ms, with the additional arrivals’  The effect of changing the array element spacing is il-
strength approximately 9, 12, and 15 dB below the principalustrated in Fig. 8. This figure shows performance results for
arrival. The performance differs little as compared to thethe original three-path channel, but with= 1.41\ . instead
three-path channel. If anywhere, the difference can be seesf d=X\./2. Evidently, the performance of time-reversal
when only a few elements are used—the performance ofhows more sensitivity to the changes in the array element
time-reversal is then worse on the six-path channel, whilgpacing than the other techniquése same would be true
that of other techniques is better. More important, we ob+or changes in the carrier frequencyrhe optimum is now
approached with a smaller number of elemdiitéss number

20 corresponds to the same total array length, i.e., 40 elements
spaced by /2 or 14 elements spaced by 1Mdlin the ex-
1 ample considergd However, the improvement in perfor-
i mance is not consistent with an increase in the element spac-
ing. For a given number of elemenM>1, performance
14 improves with an initial increase in element spacing, but ex-
hibits an oscillatory behavior afterwards. For example, with
ol A - B M =4, performance starts to degrade after element spacing
) o Asolid: 2-side focusing (up,down):/,’ : increases beyond)y. With elements spaced by 19, at
5 10+ Adashed: 1-side focusing (up/gof) < E/Ng=20 dB', the output SNR does not exceed a valug of
z ' dashed: time-reversal. 7 - ‘ about 8 dB if more than two elements are used in a time-
Bl req: (down; time-rgversal at by T reversal array. Compared to this situation, performance of
©dashed: eq. (don, standard tx.) retrofocusing techniques shows negligible sensitivity to the
6 i Osolidegup,standard ) - changes in element spacing.
: -*-:/eq: {up/down, opt. tx:) :
4t LA
g : | : | IV. CONCLUSION
2r--T ] A number of techniques have been investigated for com-
o ; ; ; ; ; ; munication over an underwater acoustic link where one end
0 5 10 15 20 25 %0 35 is equipped with a single transmit/receive element and an-
number of array elements (M) . . . . e
other with an array. To achieve maximal bit rate within a
FIG. 7. Output SNR v&M for the six-path channel moded=X\/2. fixed bandwidth, an optimization criterion of maximizing the
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