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Abstract—In this paper, we investigate an automatic repeat re-
quest (ARQ) for reliable transmission over half-duplex links. We
design a method based on grouped packet coding (GPC) that com-
bines a stop-and-wait (S&W) ARQ procedure with random linear
packet coding and selective acknowledgments applied to groups of
coded packets. Our goal in doing so is to boost the throughput effi-
ciency on poor-quality links with long delay. Such links are notably
encountered in underwater acoustic channels, where the bit error
rate may be as high as 10−3 and round-trip delays can be mea-
sured in thousands of bits. To quantify the benefits of the proposed
S&W-GPC method, we evaluate its throughput efficiency analyt-
ically and compare it with the throughput efficiency of standard
S&W methods, as well as the benchmark efficiency of full-duplex
methods. Our results show that S&W-GPC outperforms all other
techniques on half-duplex links with long delay, as well as rateless
packet coding on full-duplex links with long delay. We present re-
sults for a point-to-point link, as well as for a multicast network.
In addition to the performance analysis, we offer guidelines for
an optimal system design, which involves a judicious choice of the
packet size, packet coding, and grouping parameters.

Index Terms—Underwater communication, packet coding,
ARQ, half-duple.

I. INTRODUCTION

IN THIS paper, we investigate random linear packet coding
for channels that experience long delays and time-varying

propagation conditions that contribute to the high bit (packet)
error rates and latency. Our work is motivated by the problems
in underwater acoustic communications, but applies to other
wireless systems that experience either high latency or poor
quality of the physical link. We note that an arbitrary chan-
nel cannot be replaced by an acoustic one when it comes to
physical-layer aspects of propagation modeling and signal pro-
cessing, but data-link-layer aspects of our analysis are applicable
to all channels that exhibits poor bit error rate (BER) and long
propagation/processing delays.

Propagation delay is a significant challenge for underwater
acoustic communication, which is used in a variety of systems,
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such as those involving multiple underwater autonomous vehi-
cles, deep-sea oil and gas field maintenance, climate recording,
and biological ecosystem monitoring. Acoustic signals prop-
agate well underwater, but bring a number of challenges for
communication [1]. Since the speed of sound in water is low
(nominally 1500 m/s), acoustic communication suffers from
long propagation delays, which contribute to link latency sim-
ilar to that of satellite systems. Underwater acoustic channels
also suffer from pronounced multipath and Doppler distortion,
which contributes to high packet loss rates similar to that of some
mobile terrestrial systems, e.g., in-flight systems and cellular
services in high-speed trains. Combined with the half-duplex
nature of most acoustic modems [2], these challenges call for a
dedicated link design to provide reliable communication.

Traditionally, automatic repeat request (ARQ) protocols, such
as stop-and-wait (S&W), go-back-N, and selective repeat, are
used to make a link reliable. Coupled with long propagation de-
lays, these techniques become inefficient as they rely on waiting
for feedback from the receiver.

Optimization of ARQ techniques for underwater acoustic
channels was discussed in [3]. As acoustic modems are currently
constrained to the half-duplex operation, the choice of an ARQ
protocol is limited to the S&W family. Two modifications of the
basic S&W techniques that draw on the concepts used in satellite
communications were studied there, and their performance was
compared in terms of the throughput efficiency. It was shown
that the grouping of packets and the use of selective acknowledg-
ments improve the throughput efficiency. Reliable data transfer
from one half-duplex node to another was also addressed in [4],
where the long propagation delay was exploited by allowing the
two nodes to transmit simultaneously in a juggling fashion. A
comparative performance analysis of ARQ protocols for under-
water acoustic networks was presented in [5]. A variation of
the selective-repeat ARQ and two hybrid ARQ techniques were
studied there for a multiuser underwater network, and their per-
formances were compared in terms of the throughput efficiency
and the average packet delay. Another variation of the selective-
repeat ARQ was proposed in [6], where the authors used the
long propagation delay to set up an interlaced time-division
duplexed link. A transmission scheme for a continuous ARQ
protocol over underwater acoustic channels was proposed in
[7], in which the authors used an idle period after the transmis-
sion of every packet to time the reception of acknowledgments
for continuous transmission, similar to juggling.
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Fig. 1. Hierarchy of the proposed GPC technique. M information-bearing
packets are encoded intoN ≥ M packets for transmission. N coded packets
form one superpacket. The superpackets are grouped into groups of L to form
supergroups. A supergroup is subject to a selective acknowledgment procedure.

In this paper, we explore random linear packet coding as an
attractive addition for achieving link reliability. In a packet-
coded system, a group of M information-bearing packets is
encoded into N ≥ M coded packets for transmission [8]. The
receiver can decode the original information-bearing packets
from a subset of any M out of the N coded packets. It should be
noted that the packet coding does not replace channel coding, but
can be used in addition to it. Since packet coding is performed
at the packet level (as opposed to the bit level), it is readily
applicable to any existing physical-layer technique.

Packet coding for channels with long propagation delay was
studied in [9]–[13]. In [9], rateless codes were considered for
reliable data transfer in underwater acoustic networks. It was
shown there that the throughput efficiency improved since the
feedback was used less often. In [10], optimal schedules were
investigated for packet coding on a half-duplex link, and showed
that an optimal number of coded packets exist, which minimizes
the time (or energy) required to complete the transmission of
a group of packets. Optimal strategies for information broad-
casting using random linear packet coding were addressed in
[11] showing performance improvements over traditional ARQ
techniques. Multihop reliable data transfer for an underwater
acoustic network using fountain codes was proposed in [12],
in which, under the assumption of half-duplex operation, the
block size of each hop was adapted so as to optimize the end-
to-end delay. Joint power and rate control for an acoustic link
employing random linear packet coding was considered in [13].
It was shown there that a small additional redundancy suffices
to maintain a prespecified reliability at the receiver.

In this paper, we design a fully reliable link using ARQ in con-
junction with packet coding. In particular, we regard a group of
N coded packets as one unit, which we refer to as a superpacket.
We group L such superpackets together, forming a supergroup
which is then transmitted. The receiver sends a selective ac-
knowledgment for each supergroup. If a certain superpacket
within a supergroup is negatively acknowledged, it is retrans-
mitted according to an ARQ technique. The packet grouping
hierarchy is illustrated in Fig. 1.

We compare the throughput efficiency of the proposed tech-
nique with conventional ARQ techniques and benchmark it
against a full-duplex link. We present numerical results for a
point-to-point link as well as for a multicast network. We also
offer guidelines to determine the optimal packet length and su-
pergroup and superpacket size, such that the overall throughput
efficiency is maximized.

The rest of this paper is organized as follows. We present the
system model in Section II. Section III is devoted to performance
analysis using numerical examples and simulation. The results
for a multicast network are presented in Section IV, and the
conclusions are summarized in Section V.

II. THROUGHPUT EFFICIENCY

A. Basic ARQ

We begin with the basic S&W ARQ technique since we con-
sider a half-duplex channel. In this technique, the transmitter
sends a packet and waits for an acknowledgment (ACK) from
the receiver before sending the next packet. The basic S&W has
throughput efficiency [15]

ηS&W = (1 − PE )
Nb

Kb + Nrt + Na
≈ (1 − PE )

Nb

Kb + Nrt
(1)

where the following notation is used:
PE probability of packet loss;
Nb number of information-bearing bits per packet;
Kb total number of bits per packet (including the Noh overhead

bits used for synchronization, control, cyclic redundancy
check, etc., there are Cb = Nb + Noh bits per packet; after
channel coding at a rate ρc , there are Kb = �Cb/ρc� bits
per packet);

Nrt number of bits corresponding to the round-trip delay
(round-trip delay over a distance d is Trt = 2d/c, where
c is the speed of signal propagation, and Nrt = �Trt/Rb�,
where Rb is the bit rate in the channel);

Na number of bits needed to acknowledge one packet (negli-
gible compared to Kb ).

For simplicity, we ignore the possibility of acknowledgment
packets being lost (in practice, acknowledgment packets can be
protected by a strong channel code).

Throughput efficiency of S&W is severely limited on links
with high latency. In comparison, throughput efficiency of a full-
duplex link employing selective repeat procedure is insensitive
to the round-trip delay. Assuming negligible ACK duration, it
is given by [15]

ηFD = (1 − PE )
Nb

Kb
. (2)

The above-mentioned expression corresponds to an ideal case
with unlimited memory space. In practice, a limit on the trans-
mission window (number of packets that have been transmitted
but whose ACKs are yet to arrive) is imposed by two factors:
storage space (unacknowledged packets need to be buffered)
and numbering overhead (all packets have to be numbered be-
cause retransmissions are delivered out of order; if one must
reckon with a possibly infinite delivery delay, the numbering
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overhead grows accordingly). A tolerable average delivery delay
also plays a role. This problem is solved by combining selective
repeat with either “stuttering” or Go-Back-N, whereby only a
finite number of selective repeats are attempted before resorting
to persistent retransmission of an erroneous packet [15], [16].
The buffer sizes are now finite, but the corresponding efficiency
is somewhat decreased. Specifically, if the preset maximum
number of selective repeats is ν and Go-Back-N is used with Lrt

packets fitting into the round-trip delay, the number of packets
to be buffered is νLrt, and the throughput efficiency is [16]

η′
FD =

1 − PE

1 + LrtP
ν+1
E

· Nb

Kb
. (3)

This throughput efficiency is lower than that of the ideal full-
duplex (2), but approaches it as ν grows. With that in mind,
in what follows we will not concern ourselves with buffering
issues, and will use the ideal full-duplex as a benchmark upper
bound.

When full-duplex is not available, as is the case in acoustic
channels, a classical improvement to S&W is sought through
packet grouping and selective repeat ARQ [3]. In this method,
which we call S&W with grouping (S&W-G), L packets are sent
together and a selective acknowledgment is received for each
packet in a group. Packets that are negatively acknowledged are
retransmitted in the next group of L packets, along with any
new packets. The resulting throughput efficiency is [3]

ηS&W,G = (1 − PE)
LNb

LKb + Nrt + LNa
≈ (1 − PE)

LNb

LKb + Nrt
.

(4)
Clearly, as L increases, so does the throughput efficiency of
S&W-G. A practical limit on the group size L is again imposed
by the finite memory.

Packet grouping improves the performance of S&W by filling
the idle time with new packets, thus alleviating the issue of long
delay. However, propagation delay is not the only factor that
limits the ARQ performance. The other factor is the probability
of packet loss PE . On poor-quality links where PE is high, such
as acoustic links, the performance of S&W-G suffers even if
large group sizes L are used. Packet coding offers a remedy for
this problem.

B. Packet Coding

In a packet-coded system, M information-bearing packets,
each carrying Nb information bits, are encoded into N packets,
and such a group of N coded packets is regarded as one super-
packet. The process of random linear packet coding is explained
in detail with examples in [8]. With random linear packet cod-
ing performed in the Galois field GF (2q ), each coded packet
contains Cb = Nb + Mq + Noh bits, where the Mq extra bits
are used to represent packet coding coefficients. After channel
coding at a rate ρc , each packet contains Kb = �Cb/ρc� bits.
The structure of a coded packet is shown in Fig. 2.

The M information-bearing packets will be decoded success-
fully at the receiver so long as any M out of the N transmitted
packets are received correctly. The probability of successfully

Fig. 2. Structure of a coded packet.

decoding the original M packets is thus given by1

PS =
N∑

m=M

(
N

m

)
(1 − PE )m PN −m

E . (5)

The number of coded packets N can now be determined as the
smallest value that ensures a desired success rate for a given M
and PE [13]. In other words, if we set the target success rate
to some P ∗

S , then N is chosen as the smallest value for which
PS ≥ P ∗

S .
Packet error rate PE depends on the BER Pb and the packet

size. Specifically, PE = 1 − (1 − Pb)Cb . Hence, for a given M ,
the number of coded packets N depends on P ∗

S , Pb , and Nb .
This dependence is illustrated in Fig. 3.

The number of coded packets N can also be chosen greater
than the minimum indicated by the desired P ∗

S . The incentive
in doing so is to allow for a greater PE , which in turn allows
for a greater Pb and, thus, a lower transmit power. However,
with an increase in N , the energy per successfully transmitted
information bit increases. The two trends (lower transmit power
and longer packets) yield an optimal spot where the energy per
bit is minimized (see [13] for details). While this spot can be
used to identify the corresponding N , we keep with the original
choice of the smallest N , as this choice will inform us about the
maximum achievable throughput efficiency.

C. Packet Coding and ARQ

Applied in the ordinary S&W fashion, a packet-coded system,
which we refer as S&W with packet coding (S&W-PC), will
have the throughput efficiency

ηS&W,PC = PS
MNb

NKb + Nrt + Na
. (6)

This expression is analogous to (1), except that the role of a
packet is now played by a superpacket, and the role of packet
error rate is played by (1 − PS ). The latter fact enables us to
gain control over situations when PE is high. Namely, for a
given PE , S&W-PC has an additional degree of freedom over
ordinary S&W in that it can choose M and N (or equivalently,
M and P ∗

S ). Note that once the values of M and P ∗
S are chosen,

1We are assuming that coded packets represent linearly independent com-
binations of the original information-bearing packets. Strictly speaking, this
assumption is not true with random coding; however, the probability of generat-
ing a linearly dependent combination decreases with the Galois field size [10].
In addition, we are not considering an infinite-length rateless packet coding, but
only a finite number of coded packets N (possibly only slightly greater than
M ), in which case provisions can be made to ensure linear independence. One
way of making such a provision would be to test for linear dependence at the
transmitter. If a particular set of coefficients that define a superpacket is found
to exhibit linear dependence, a new set can be generated. Strictly speaking, the
code would then no longer be random, but that would not affect the system
throughput.
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Fig. 3. (Left) Number of coded packets N as a function of the packet error rate PE . The four solid curves correspond to the target success rate P ∗
s = 0.95, while

the four dashed curves correspond to P ∗
s = 0.75. Each set of four curves corresponds to four values of M (5, 10, 15, and 20 information-bearing packets). (Right)

Number of coded packets N as a function of the number of bits per packet Nb . BER Pb is indicated in the figure along with P ∗
s and M .

they imply the value of N and PS .2 In other words, M and
P ∗

S are design parameters that can be adjusted to maximize the
performance. As a result, we expect the throughput efficiency
(6) to be higher than its counterpart (1).

Given the benefits of packet coding on half-duplex links, the
question arises as to whether packet coding also has benefits on
full-duplex links. There are several ways in which packet coding
can be employed on full-duplex links. One obvious way is to
use selective repeat full-duplex with ordinary packets replaced
by superpackets. This method, which we refer as FD-PC1, will
yield throughput efficiency analogous to (2) as

ηFD,PC1 = PS
MNb

NKb
. (7)

Another possibility is to use packet coding in a rateless fash-
ion, i.e., take a set of M information-bearing packets and keep
transmitting their coded combinations until an ACK is received;
then move on to the next set. This method, which we refer as
FD-PC2, takes on average M Kb

(1−PE ) + Nrt + Na bits to transmit
the set of M packets successfully [10]. We define the corre-
sponding efficiency as follows:

ηFD,PC2 =
MNb

MKb/(1 − PE ) + Nrt + Na
. (8)

This efficiency is approached by the time-division duplexing
method of [10], which can be used on half-duplex links.

Returning to the issue of half-duplex links and the problem
of long delay, we finally investigate the possibility of combin-
ing packet coding with grouped S&W. Specifically, we group
superpackets into groups of L, and refer to one such group as
supergroup. The resulting method, which we call S&W with
grouped packet coding (S&W-GPC), has throughput efficiency

ηS&W,GPC = PS
LMNb

LNKb + Nrt + LNa
. (9)

2PS can differ slightly from P ∗
S , but that is a detail of no concern at the

moment.

This expression is analogous to (4), except that the role of pack-
ets and groups is now played by superpackets and supergroups,
respectively, while the superpacket error rate is 1 − PS . L and
P ∗

S are the system design parameters that can be adjusted to
control the overall throughput efficiency. While L > 1 is used
to counteract latency, P ∗

S is used to counteract packet loss.
In Section III, we will quantify the performance of various

ARQ strategies through numerical examples. Before we do so,
a few words are in order regarding time-varying channels.

D. Time-Varying Channels

On a fading channel, transmit power is typically determined
so as to satisfy an outage criterion, i.e., to ensure that the
BER stays below a prespecified level P ∗

b with some probability
(1 − Pout). This requirement can be met by using a fixed fading
margin, but such an approach is wasteful as the link remains
active when conditions are not favorable. An alternative is to
adjust the transmit power so as to ensure that the signal-to-noise
ratio (SNR) stays at γ = γ∗, the value corresponding to the tar-
get BER P ∗

b . Such power control can be exercised so long as the
required power is within some maximum value PT ,max . When
more than PT ,max is needed, transmission is shut off. Hence,
when the BER is kept at P ∗

b , the system is active (not in outage).
Power control is implemented based on the channel gain G,

which is measured at the receiver and fed back to the transmitter.
The gain G pertains to the large-scale fading, which is slow
enough that it can withstand the feedback delay. Small-scale
fading is embodied into the functional dependence between the
BER and the SNR γ = PT G/PN , where PT and PN denote the
transmit power and the noise power, respectively. Specifically,
a power control policy is defined as follows [13]:

PT =

{
PT ,max

Go u t
G = γ∗ PN

G ,G ≥ Gout

0, otherwise
(10)

where the value of Gout is determined from the condition Pout =
P{Pb > P ∗

b } = P{γ < γ∗} = P{G < Gout}. For example,
with log-normally distributed gain, which can be assumed in
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Fig. 4. Throughput efficiency as a function of Nb for various ARQ methods.
Specific system parameters are listed in the figure. (Spikes occur because the
number of coded packets N changes with Nb .)

certain acoustic channels [14], i.e., g = 10 log10 G ∼ N (ḡ, σg ),
we have that Pout = Q( go u t−ḡ

σg
) and gout = 10 log10 Gout .

In the limiting case of infinite maximum power, there is no
outage (Pout = 0, Gout = 0), and the BER is constantly kept
at Pb = P ∗

b . Although hypothetical, we will consider this case
when we illustrate the results numerically. In practice, Pout will
of course have a finite value, and all the throughput efficiency
results will simply be scaled by (1 − Pout).

III. PERFORMANCE ANALYSIS

We begin by looking at the throughput efficiency as a function
of the packet size Nb . Fig. 4 illustrates the results for various
techniques. These results pertain to the specific system param-
eters that are listed in the figure. The total round-trip delay is
Trt = 1.3 s or 6667 b in this example, in which we assume
a transmission distance d = 1 km, the speed of propagation
c = 1500 m/s, and bit rate Rb = 5 kb/s. Channel coding rate is
ρc = 2/3 and packet coding is performed in GF (8), i.e., q = 3.
The number of fixed overhead bits is Noh = 8, and an acknowl-
edgment takes Na = 1 b. These parameters are fixed for all the
examples presented.

The throughput efficiencies of systems with and without
packet coding are shown in Fig. 4. Without packet coding, we
have the ordinary S&W (1), S&W-G (4), and the full-duplex
benchmark FD (2). With packet coding, we have S&W-PC (6),
S&W-GPC (9), and the two full-duplex benchmarks FD-PC1 (7)
and FD-PC2 (8). Clearly, S&W-GPC outperforms all other half-
duplex techniques. The fact that it outperforms S&W-G speaks
in favor of packet coding, whereas the benefits of grouping are
evident from the fact that S&W-GPC outperforms S&W-PC (its
L = 1 counterpart). Grouping is beneficial for systems without
packet coding as well.

An important observation to make is that there exists an op-
timal packet size for each technique, given a specific M,L,
and P ∗

S . The explanation of this phenomenon is rather intuitive:
When packets are too short, waiting time is not used efficiently;

when packets are too long, chances of one or more bits in a
packet being erroneous are greater, hence a retransmission is
more likely. Deviating significantly from the optimal packet
size can have a detrimental effect on throughput efficiency, re-
gardless of the ARQ method used. For example, S&W-GPC
achieves its maximum throughput of about 0.3 with 237 b per
packet. Choosing 1000 b per packet will instead yield only
half of the maximum throughput. The situation is similar with
ordinary S&W-G, although its maximum throughput efficiency
of about 0.2 is achieved with 484 b per packet. We, thus, see that
GPC offers about 50% improvement in maximum throughput
efficiency in this example.

Comparing the full-duplex benchmarks, we note that the or-
dinary full-duplex has the best performance. This should not
come as a surprise: When full-duplex is available, there is no
point in coding the packets ahead because redundant packets
waste transmission time, and when the round-trip time is long,
there will be many redundant packets filling it. It is also in the
best interest of throughput efficiency that the packets be kept
short, thus ensuring that retransmissions are minimized. The FD
performance shown in Fig. 4 is that of an ideal full-duplex with
unlimited storage, and should in that sense be regarded as an
unattainable bound used for benchmarking purposes only. Rate-
less transmission over a full-duplex link (FD-PC2), which can
be approached by time-division duplexing [10] on half-duplex
links, does not have the buffering issues, but its performance
is markedly worse. In fact, S&W-GPC outperforms FD-PC2.
This is explained by the fact that when the round-trip delay is
long, FD-PC2 will keep transmitting (long) after the M packets
have been successfully decoded, and will learn of successful de-
coding only once the ACK arrives. In contrast, GPC transmits a
new supergroup without waiting for the ACK on the current one,
thus filling the round-trip time with new information. Its effi-
ciency thus becomes somewhat remarkable, amounting to more
than half the maximum efficiency of ideal FD. Also note that
this result includes full overhead of random linear packet cod-
ing. If that overhead is removed, throughput efficiency increases
further, as illustrated in Fig. 5.

While grouping clearly helps to counteract latency, the cycle
between successive ACK packets grows with the superpacket
size L. Specifically, the duration of a cycle is Tcyc = Tsg + Trt,
where Tsg = LNKb/Rb is the duration of a supergroup. When
the ACK feedback link is also used to convey the channel state
information, one must make sure that this feedback is frequent
enough, i.e., that the channel state does not change much during
one cycle. Fig. 6 shows the duration of a supergroup as a function
of the packet size Nb . As a sanity check, we verify that the cycle
duration corresponding to the optimal packet size is well within
the coherence time of the large-scale fading.

Let us now focus on the performance of S&W-GPC, and
ask how can this performance, shown in Fig. 4 for an ad hoc
selection of the key parameters (M , L, P ∗

S ), be maximized.
To answer this question, Fig. 7 zooms in on the throughput
efficiency of GPC, showing it for different values of M , the
number of information-bearing packets in a superpacket. As
before, the efficiency is shown versus the number of bits per
packet. Clearly, the performance of S&W-GPC changes with
M . Initially, as M grows, the throughput efficiency improves,
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Fig. 5. Same as Fig. 4, but with an additional set of curves for packet-coded
systems. The additional curves represent throughput efficiency without the Mq
bits of packet coding overhead. These curves are labeled the same as their
original counterpart, but lie above them. Packet coding overhead can be removed
if the transmitter and receiver agree up front on the coding coefficients.

Fig. 6. Supergroup duration, Tsg = LNKb /Rb , as a function of Nb . At the
optimally chosen packet size (relatively small Nb ), the supergroup duration is 6 s
in this example. The corresponding cycle duration is Tcyc = Tsg + Trt = 7.3 s.

but apparently it reaches a limit. The question thus becomes: Is
there a best value of M?

To address the question of optimal selection of M , Fig. 8
shows the maximum throughput efficiency of S&W-GPC as
a function of M . The result is shown for various values of
the supergroup size L. Clearly, maximum throughput efficiency
increases with L. For every M and L, the packet size is chosen as
that which corresponds to the maximum throughput efficiency;
in other words, the points along each curve may correspond to
different values of Nb . The existence of an optimal point (best
value of M ) is evident.

An equivalent result can be shown in the more usual frame-
work of throughput efficiency versus packet size, i.e., in the style
of Fig. 4. This is done in Fig. 9, which shows the throughput

Fig. 7. Throughput efficiency of S&W-GPC changes with the group size M .

Fig. 8. Maximum throughput efficiency of S&W-GPC. For every point shown,
the packet size Nb is chosen as that for which the efficiency is maximized
(see Fig. 7).

efficiency of S&W-GPC versus Nb , where M is now chosen
optimally for each point on the curves. More precisely, this fig-
ure shows the maximum throughput efficiency as a function of
Nb for various values of L. Looking across different supergroup
sizes, it is again obvious that the maximum throughput effi-
ciency increases with L. The peak efficiency for a given L is the
maximum throughput efficiency corresponding to an optimally
chosen packet size. This maximum is shown as a function of
L in the figure on the right. (One may be tempted to label it
ηmax,max , but we refrain from this at the risk of some abuse of
notation.) If one were to impose a limit on L, be it because of
limited storage or channel coherence considerations for power
control, that limit would represent the optimal choice for L. In
this example, we have set the limit to L = 15, and indicated the
corresponding efficiency by the flat dashed line in Fig. 9 (left).
The line corresponds to the rightmost point on the graph in Fig. 9
(right). It is very interesting to note that the performance limit,
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Fig. 9. (Left) Maximum throughput efficiency of half-duplex GPC. For every Nb , the group size M is chosen as that for which the efficiency is maximized.
(Right) Maximum achievable throughput efficiency as a function of the group size L. Each point of this graph corresponds to a maximum from the graph on
the left.

Fig. 10. Pairs of optimum (Nb , M ) that yield maximum throughput efficiency
for various values of the group size L. System parameters are as indicated in
Fig. 9.

limL→∞ maxNb ,M {ηSW,GPC}, is reached quickly as L increases.
This is a remarkable feature, as it implies that there is no need
to choose overly large values of L, which in turn implies that
practical buffer sizes may be well-within reach of the optimal
performance.

Fig. 10 summarizes the key design points. In this figure,
optimal values of Nb and M are shown for various choices of L.
As L increases, both Nb and M decrease. At the same time, the
efficiency increases. The optimal design can thus be summarized
as follows: Choose the supergroup size L as large as the system
constraints allow, then use the result of Fig. 10 to find the best
pair (Nb,M) for the so-chosen L. Keep in mind that this figure
corresponds to the specific values of the round-trip delay, BER,
and the target success rate P ∗

S . While the round-trip delay is
dictated by the physics of propagation, the BER and P ∗

S can be
controlled. We will address their impact on efficiency shortly,
after a brief final comment on optimization.

Fig. 11. Throughput efficiency of S&W-GPC with optimally chosen M is
shown in black dashed line; that of S&W-GPC with fixed M is shown in blue
dashed line. The fixed value of M is 9, which is optimal for L = 15 (see Fig. 10).
FD-PC1 operates with the same Mopt as S&W-GPC. The black curve is less
choppy than the blue curve indicating that the effect of choosing M optimally
for every Nb is to straighten the occasional small dips in efficiency.

The performance of an optimally designed S&W-GPC is con-
trasted to that of S&W-G (no packet coding) in Fig. 11. The
supergroup size is L = 15, and M is chosen optimally for each
value of Nb . The full-duplex benchmark is also included, as is
the FD-PC1 performance obtained with the same parameters
as the optimized S&W-GPC. Also shown in the figure are the
performance of S&W-GPC with a fixed value of M , chosen as
M = 9, which corresponds to the maximum point (optimal Nb )
of the optimized S&W-GPC. We note that the optimal choice
of M yields a smoother efficiency curve without the occasional
small dips in performance that accompany the fixed choice of
M . However, the difference is very small. These effects are an
artifact of dealing with integers, and should be of no concern.

So far, we have been looking at the system performance for
a given BER and an ad hoc selection of the target success rate
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Fig. 12. (Left) Maximum throughput efficiency as a function of the target success rate P ∗
s for various values of the BER. Note that maximum efficiency depends

heavily on Pb , and less so on P ∗
s . For Pb = 10−5, there is essentially no dependence on P ∗

s indicating that packet coding is not necessary on very good channels
(very low BER). (Right) Value of P ∗

s at which the maximum throughput efficiency peaks.

P ∗
S . The question we now want to address is how does the per-

formance change with the BER, and whether there exists a good
choice for the target success rate P ∗

S . Fig. 12 offers the answer.
This figure shows the maximum throughput efficiency as a func-
tion of P ∗

S for various values of the BER. As one might expect,
higher throughput efficiency is achievable on better links with
lower BER. In contrast, performance remains rather insensitive
to the exact choice of P ∗

S , so long as it is not excessively low or
extremely close to 1, but within some meaningful range, say be-
tween 0.75 and 0.95. While this observation may be somewhat
surprising, an explanation is found in Fig. 3, in which we see that
two rather different values of P ∗

S yield similar (M,N) pairs for
all except the very high packet error rates PE . On links with poor
BER performance (say Pb = 10−3), PE is controlled by choos-
ing short packets. Consequently, while one does not expect PE

to be so low that packet coding is not needed (N = M ), one does
not expect it to be so high as to require excessive packet coding
(N � M ) either. In the gray zone between these two extremes
(the far left and the far right of the graph in Fig. 3), we note that
P ∗

S = 0.95 requires only a few more coded packets than P ∗
S =

0.75. What little difference there is, averages out in the through-
put efficiency (which increases with P ∗

S , but decreases with N ).
Fig. 13 provides a closer look at the maximum throughput ef-

ficiency in the range of meaningful P ∗
S values. We note that there

is very little sensitivity to the choice of P ∗
S in this range. This

is good news as it simplifies our design and, more importantly,
indicates that the maximum throughput efficiency is robust to
the choice of P ∗

S . However, note that performance metrics other
than the throughput efficiency may be sensitive to the choice
of P ∗

S . This is particularly true for the cycle duration, which
increases linearly with the number of coded packets N . Fig. 14
provides a closer look into this effect.

Fig. 14 shows how various system parameters change with the
BER. Included in this figure, underneath each other for easy ref-
erence, are the maximum throughput efficiency, optimal packet
size Nb , optimal number of information-bearing packets M in a
superpacket, corresponding packet coding ratio N/M , and cy-
cle duration Tcyc . The set of plots on the left corresponds to the

Fig. 13. Zoomed portion of Fig. 12. Maximum throughput efficiency remains
fairly constant in the range of P ∗

S values shown indicating that small deviations
from P ∗

S,opt do not cause any significant degradation in performance, i.e., that
the system design is robust with respect to choosing the target success rate P ∗

S .

optimal choice of the target success rate P ∗
S . The set of plots on

the right corresponds to P ∗
S = 0.7 for all values of the BER. We

note that while there is little change in the maximum through-
put efficiency between these two designs (optimal P ∗

S and fixed
P ∗

S ), there is a considerable difference in the corresponding cy-
cle times. Hence, if shorter cycle times are of interest because
they yield shorter decoding delay and more frequent feedback
of the channel state (which is in turn used to keep the BER at a
given value), setting P ∗

S below the optimum is preferable.

A. Additional Results: Simulation

In this section, we report on the results of numerical simula-
tion of S&W-GPC. The goal of simulation was twofold: First,
to assess the impact of simplifying assumptions (neglecting the
possibility of ACK packets being lost and the possibility of
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Fig. 14. Salient system parameters. (Left) P ∗
S = P ∗

S,opt . (Right) P ∗
S = 0.7. While throughput efficiency remains practically unchanged with P ∗

S , note the
difference in cycle time.

Fig. 15. Throughput efficiency of S&W-GPC: Results of numerical simula-
tion using experimentally validated statistical channel model [14]. Large-scale
channel gain is log-normally distributed with standard deviation of 5 dB, and
3 dB Doppler bandwidth of 0.05 Hz.

decoding failure due to linear dependence of packets in a super-
packet), and second, to assess the impact of feedback delay, i.e.,
the assumption of perfect channel state feedback. Our simula-
tion is based on the experimentally validated statistical channel
models [14], which present the large-scale channel gain as a
first-order autoregressive Gauss–Markov process on the loga-
rithmic scale.

Fig. 15 illustrates the simulation results, along with the the-
oretical throughput efficiency (9). Ideal power control corre-
sponds to adjusting the transmit power such that the BER is
kept constant at the design value P ∗

b . Simulated performance
of ideal power control includes the possibility of ACK packets

being lost, and shows very little difference from the theoretical
result. The more interesting question of feedback delay is ad-
dressed by the simulated performance of a system that uses no
power control (throughput efficiency curve labeled by x-marks).
No power control can be thought of as the worst-case scenario
to which one would resort because of excessive feedback delay,
unreliable channel state estimation, or hardware limitations. For
a fair comparison, we set the transmit power to a constant level
equal to the average power consumed under ideal power con-
trol policy. The resulting large-scale SNR is now time-varying,
γ = γ∗GE{ 1

G }, and so is the BER. Theoretical analysis of
throughput efficiency becomes complicated in this case, but
simulation offers the much needed answer. In Fig. 15, simulated
throughput efficiency of an S&W-GPC system operating with
no power control over a fading channel is labeled by o-marks.
As one might expect, this throughput efficiency is lower than
the ideal. However, and perhaps somewhat surprisingly, the loss
in not excessive at all, amounting to about 1% reduction at the
optimal point. This is very good news from the standpoint of a
practical system design, where implementation of power control
may be fraught with difficulties.

IV. MULTICAST

Random linear packet coding is known to show full benefits
in multicast scenarios, where coding ahead in a one-size-fits-all
fashion caters to all the receivers at once. This is true for full-
duplex rateless coding over links with negligible delay, where
transmission stops as soon as all the receivers have success-
fully decoded the information-bearing packets. The multicast
situation on half-duplex links with long delay is different.

On half-duplex links, we distinguish two boundary cases, one
in which the link quality (BER) varies drastically between the
receivers, and another in which all the links are of the same
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quality. In the first case, system performance will be dominated
by the worst link, i.e., all the nodes will experience (more or
less) the throughput efficiency of the link with the highest BER.
This is explained simply by noting that if there is one receiver
whose BER is disproportionately higher than the BER of other
receivers, that receiver will keep requesting retransmissions, and
the other receivers will have to wait until the requesting receiver
is satisfied. The case in which all the links have the same BER
is the most interesting one. What is the throughput efficiency
in this case? Clearly, a retransmission will be more likely when
there are more receivers: Although a particular receiver may
have received all the information it needs, it will keep receiving
that same information until the last of the remaining receivers
has received all it needs.

To arrive at the throughput efficiency of a multicast system,
let us assume that there are R receivers, and let us denote
by TR the expected time it takes to convey a superpacket
to all the R receivers. In addition, let T denote the time
needed for one transmission round (superpacket, round-trip,
and acknowledgment). Without any grouping, we have that
T = NKb/Rb + Trt + Na/Rb . We already know that T1 , i.e.,
the value corresponding to the throughput efficiency (6), is

T1 =
T

PS
. (11)

Consider now a simple case with three receivers for example.
Upon completion of the first round, which takes the time T , the
following possibilities exist: all three receivers have received
the information; two out of three have received the information;
only one has received it, or none has received it. The expected
remaining time is T0 = 0, T1 , T2 , and T3 , respectively. Hence,
we can write

Tr = T +
r∑

i=0

Pr,iTi (12)

where Pr,i is the probability that i out of r receivers are request-
ing retransmission. Given that all the receivers have the same
BER, and hence the same PS , this probability is simply

Pr,i =

(
r

i

)
(1 − PS )iP r−i

S . (13)

From (12), we have that

Tr =
1

1 − Pr,r

(
T +

r−1∑

i=0

Pr,iTi

)
. (14)

To obtain TR , the above-mentioned expression is evaluated re-
cursively for r = 1,2, . . . , R. As a check, note that T1 reduces
to (11).

The above-mentioned result corresponds to transmission
without grouping. Grouping of size L effectively yields L
nongrouped ARQ links operating in parallel, with each link
having the one-round time T = LNKb/Rb + Trt + LNa/Rb .
Thus, the throughput efficiency of multicast S&W-GPC with R
equal-BER receivers is

ηS&W,GPC(R) =
LMNb/Rb

TR
(15)

Fig. 16. Throughput efficiency of S&W-GPC and ordinary S&W-G in multi-
cast scenarios with R = 1, 3, 5, and 10 receivers. (Spikiness is an artifact of N
being the smallest integer that yields PS ≥ P ∗

S .)

Fig. 17. Maximum throughput efficiency for varying number of multicast
receivers R.

where TR is defined by (14) and TRb = LNKb + Nrt + LNa .
Throughput efficiency without packet coding, ηS&W,G(R), is

the special case of the above-mentioned result, obtained for
M = N = 1, PS = 1 − PE , and an appropriate packet size.3

Figs. 16 and 17 illustrate the results, quantifying the decrease
in throughput efficiency that occurs with an increasing number
of receivers in a multicast system. The advantage of GPC is
evident: not only does the S&W-GPC outperform the ordinary
S&W-G for a given number of receivers, but also the throughput
efficiency it offers in a multicast configuration can surpass that
of the ordinary S&W-G in a unicast configuration.

3Recall that Kb = �Cb /ρc �, with Cb = Nb + qM + Noh when packet cod-
ing is used, and Cb = Nb + Noh when packet coding is not used. The value of
Cb also determines the relevant PE.
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V. CONCLUSION

We investigated an ARQ method based on an S&W procedure
with GPC, and found that it offers a very good practical solution
for reliable communication over half-duplex links where long
delay and poor physical link quality challenge the performance
of conventional ARQ methods. S&W-GPC is based on two lev-
els of hierarchy: On the first level, a superpacket is formed by
applying random linear packet coding to a group of information-
bearing packets; on the second level, several superpackets are
combined to form a supergroup. The strength of S&W-GPC lies
in its ability to control the probability of superpacket retrans-
mission (which is done through packet coding, by choosing the
number of coded packets so as to yield a desired success rate),
and the supergroup size (transmitting a group of superpackets
and waiting for a single selective acknowledgment is more effec-
tive than waiting for an acknowledgment after each individual
superpacket transmission). In this manner, it outperforms the
conventional S&W procedure that uses packet grouping, but no
packet coding.

When the round-trip delay is long compared to the super-
packet duration, GPC outperforms even the full-duplex rateless
packet coding, whose performance can be approached on half-
duplex links by the time-division duplexing method [10]. GPC
gains this advantage by avoiding unnecessary redundant trans-
missions that occur with full-duplex rateless coding between
the time of successful decoding at the receiver and the time the
transmitter becomes aware of success (arrival of the acknowl-
edgment). The corresponding power expenditure will clearly be
in favor of GPC as well.

The advantages of S&W-GPC are also retained in the mul-
ticast scenario, where it consistently outperforms the ordinary
S&W-G. Finally, GPC is simple to implement: It can operate
on top of any physical layer, it does not replace conventional
channel coding but works together with it, and it does not im-
pose any synchronization requirements beyond the ones that
normally exist in a packetized digital system. The parameters
that control its throughput efficiency are few—in addition to
the packet size (which needs to be optimized in conventional
ARQ as well), GPC requires specification of the supergroup
size (number of information-bearing packets per supergroup)
and the target success rate (or equivalently, number of coded
packets per supergroup). This paper offers guidelines for choos-
ing the system parameters in an optimal manner, as well as a
detailed analysis of their impact on throughput efficiency. Fu-
ture development would benefit from implementing S&W-GPC
in a readily available acoustic modem and evaluating its perfor-
mance in the field.
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