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ABSTRACT

Motivated by the advances in acoustic modem technology and the growing number of applications that call for ad hoc
deployable autonomous underwater systems (floating sensors, crawlers, vehicles), we address the problem of network ini-
tialization upon deployment. A neighbor discovery protocol is proposed, whose goal is to establish communication links
over a large area, with a finite power budget that mandates multi-hopping to provide full coverage. The protocol uses ran-
dom access to eliminate the need for scheduling (i.e., enable system operation without a global clock reference) and power
control to ensure that full connectivity is provided using shortest links (i.e., to conserve batteries and prolong the system’s
lifetime). Transmit power allocation takes into account the acoustic propagation loss, while additional large-scale variation
in the average received power is modeled via log-normal fading which is confirmed by experimental observations. System
performance is assessed through simulation, by measuring the energy consumption, time to completion, and reliability
in the presence of fading. Fading is shown to have a degrading effect on the system reliability, and protocol adjustments
are proposed to recover the performance under the constraint on maximum power. The key features of the protocol are
simplicity of implementation and efficient use of power. Copyright © 2012 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Research community has taken a considerable interest in
the field of underwater acoustic networks, whose growth
is motivated by a wide variety of applications that range
from environmental sensing by fixed networks of bottom-
mounted instruments to exploratory missions by fleets of
cooperating autonomous underwater vehicles (AUVs). Ad
hoc deployable systems with both mobile and slowly drift-
ing nodes are envisioned for applications such as data gath-
ering and instrument maintenance (e.g., in deep sea oil
fields), search and survey missions for both military and
commercial applications, and exploratory missions that
serve basic sciences. The key technologies that will make
such applications possible — vehicles, sensors, and com-
munications — are today mature enough to warrant inte-
gration into fully operational systems with a high degree
of autonomy.

The focus of our present work is on networking aspects
of an ad hoc deployable autonomous underwater system in
which acoustic communication is used to form multi-hop

links. Acoustic communication is the preferred choice for
wireless transmission underwater over distances in excess
of several tens of meters. Distances below several tens of
meters can be closed by optical links (several meters by
radio frequencies in the 10 kHz range), which offer a much
greater bandwidth than acoustic links [1]. Optical and radio
communications thus offer a complementary technique to
acoustic communications and are most often considered
for fast data download between a sensor and a data mule.
In contrast, acoustical links offer a much lower data rate,
but they can be implemented over long distances (see e.g.,
[2] that describes an acoustic link implemented between an
11-km deep ocean trench and a surface ship).

Acoustic communications have seen a rapid develop-
ment in the past two decades, which resulted in several
types of modems that are available both commercially and
as research tools. Examples include the Teledyne–Benthos
modem [3] and the Woods Hole Oceanographic Institu-
tion micro-modem [4]. Because of the system constraints
(transducer bandwidth) and the nature of sound propaga-
tion which favors low frequencies, the bit rates achieved
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by acoustic communication are very limited — typically
up to several kilobits per second (kbps).

In addition to the very limited bandwidth, acoustic sys-
tems are characterized by attenuation that depends not
only on the distance but also on the frequency of the
signal; a poor quality physical link dominated by the
time-varying multipath propagation and severe Doppler
effects and long delays caused by the low speed of sound
(nominally 1500 m/s). These characteristics distinguish
underwater acoustic systems from the better known ter-
restrial radio systems and have a profound implication
not only on the design of physical layer techniques [5]
but also on the network protocols [6]. Respecting the
engineering aspects of system design and the physics of
acoustic propagation are of paramount importance in set-
ting the network optimization criteria. Perhaps, the most
important fact to be kept in mind is that underwater
networks are required to operate in extremely harsh envi-
ronments, which mandate expensive devices that need
to withstand the pressure and the forces of waves and
currents and whose batteries are difficult to recharge
once deployed.

The fundamental aspects of underwater acoustic net-
working have been highlighted in several recent publica-
tions, for example, [6–8]. In the past years, there have been
major developments on the medium access control (MAC)
layer, with focus on protocol design that is not ignorant
of the high acoustic latency but strives to overcome it in
an efficient manner or even take advantage of it. Exam-
ples of such protocols include [9,10] and [11]. Simultane-
ously, work has been active on the higher layer protocols,
in particular routing. Several protocols have been proposed
that explicitly take into account acoustic system issues, for
example, [12–14].

Cross-layer design plays an important role in acous-
tic systems, both between adjacent network layers and
between adjacent system functions. Examples of cross-
layer design include power control integration with MAC
and routing [14]; packet size selection for optimizing
throughput/energy in conventional settings [15] as well as
in network-coding settings [16] with half-duplex acoustic
modems and topology control for energy-efficiency in
fixed networks [17]. An example of cross-function design
is integration of localization/navigation with acoustic
communications. The use of acoustic modems as traveling
beacons that help to localize AUVs by measuring the
relative propagation delays in a network is described in
Reference [18]. Such localization may in turn support geo-
graphical routing protocols (e.g., [14]) in which location
information is used to find the best routes through the
network.

Although there are no routinely operational underwater
networks at this time, experimental networks are gaining
momentum [19], and research is producing a solid base
of protocols that are suitable for poor-quality, interference-
prone, delay-challenged acoustic channels, and are ready
for testing in the field. In this paper, we draw on the
availability of such tools in service of the powerful vision

of ad hoc deployable underwater networks and study the
problem of network initialization.

2. THE NODE DISCOVERY
PROBLEM

Unlike in a fixed network, the nodes in an ad hoc network
are deployed in a (more or less) random fashion and have
no knowledge of the their neighbors’ IDs or locations upon
deployment — an assumption on which a typical MAC
and routing protocol suites rely. The network’s first task
is thus to establish the communication links. The goal of
the discovery procedure is to inform all the nodes of their
neighbors’ identity and the associated power level needed
to establish full network connectivity. Only after each node
has discovered its neighbors and established the paths to
them can a regular network operation begin. The informa-
tion gathered about the network topology during initializa-
tion can be used to build routing tables, which can later
be dynamically updated, and it can also be passed on to a
gateway or a command center if such exists.

Node discovery has been extensively investigated for
radio networks, but work in the field of underwater acous-
tic networks is extremely scarce. A specific neighbor dis-
covery procedure for an underwater acoustic network was
first discussed in [20]. This reference proposed a proto-
col based on polling by a master node in a centralized
configuration. The channel access was regulated through
code division-multiple access. Reference [21] proposed a
similar neighbor discovery procedure. In Reference [19],
an experimental deployment is described in which initial
neighbor discovery is performed via a master node.

Some of the works on node discovery in terres-
trial networks include References [22,26]. Reference [22]
describes a probabilistic protocol for node discovery. In
Reference [23], a reliable neighbor discovery layer is
defined for mobile ad hoc networks. Birthday protocols
[24] are a family of probabilistic protocols for static
ad hoc networks, which attempt to conserve energy dur-
ing the deployment phase while increasing the proba-
bility of neighbor discovery during the discovery phase.
Reference [25] presents a secure neighbor discovery pro-
tocol for a compromised node in a static network. In
Reference [26], neighbor discovery in static networks with
directional antennas is presented.

In this paper, we propose a decentralized node discovery
procedure for an underwater acoustic network. The nodes
are assumed to be deployed over a possibly large area that
cannot be spanned in a single hop within the constraints of
a finite power budget. The nodes operate in a distributed
manner, that is, without a central station or a-priori regula-
tion of the channel access. We consider a random access
environment, that is, a network in which there is no a-
priori division of the available resources such as time, fre-
quency, or code-division multiple access (TDMA, FDMA,
CDMA) and no scheduling. Random access is advanta-
geous from the viewpoint of simplicity of implementation
which requires no global synchronization for scheduling.
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Our goal is to design a protocol that is efficient in terms
of energy consumption as well as the time it takes to com-
plete. The protocol must establish full connectivity, that
is, it must guarantee, within the power constraint, a path
through the network between any two participating nodes.†

The following assumptions are made:

� There is a finite number of nodes, N .
� The nodes know the number N .
� Nodes know its location with a certain accuracy.
� Nodes can vary their transmission power between

some Pmin and Pmax .
� Nodes operate in half-duplex fashion.
� Nodes have enough processing power and memory

to perform simple calculations and store information
about the network topology.

� Nodes have notion of relative time with certain accu-
racy but do not need to be synchronized to a global
clock.

The protocol is designed assuming a quasi-stationary
scenario in which the network topology does not change
significantly during the discovery. This assumption does
not imply that the nodes may not move, just that the
local neighborhood topology does not change faster than
the nodes can learn it. Given a typical AUV speed of
a few meters per second and a temporary confinement
area of several hundred square meters, this is a reasonable
assumption.

Power control is implemented in discrete levels and
accounts for both the distance-dependent transmission loss
and the channel fading. Power control is implemented in an
open loop fashion so that a node decides itself which power
level to use for transmission rather than being instructed by
another node.

The protocol proceeds in cycles, each led by a single
node. The leader broadcasts a message and waits to receive
replies. Those nodes that hear the leader reply using a sim-
ple Aloha mechanism. Random access may also be favored
for later, regular network operation [15], in which case the
transition from discovery will be seamless. At the end of
a cycle, leadership is passed to another node, or retained if
an increased power level is required to find a new neighbor.
As the leadership is forwarded, a sign-up sheet is circulated
among the leaders. The procedure ends when all the nodes
have signed up, or when all the nodes have exhausted their
maximum power level. Once the discovery phase is over,
normal network operation can commence.

Figure 1 illustrates a newly deployed network which
lacks structure, whereas Figure 2 shows the network after
completion of discovery. All the nodes in Figure 2 know
their neighbors and the power level required to reach them.

Note also that once the regular network operation has
begun, the discovery protocol may continue to run in

†A node that cannot be reached by another node at the maximal power

level is considered not to be participating.
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Figure 1. A newly deployed network has no structure, that is,
no connections between the nodes.
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Figure 2. Node connections are established during discovery.

the background, perhaps at a lower pace. By doing so, a
recovery procedure can be put in place to guard against
the loss of nodes. Such situations can occur in a mobile
setting, if a node approaches a zone of poor coverage. Its
connection to the current neighbors will then be severed
but so long as the network is aware of the loss and its nodes
have the ability to move, it can initiate recovery in a similar
manner as it initiated the original discovery.

The rest of this paper is organized as follows. Section 3
is devoted to describing the fundamental mechanisms of
acoustic propagation. We describe both the basic propa-
gation loss and the large-scale multipath fading effects. In
Section 4, we present the node discovery protocol. This
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section contains an outline of the network topology, signal-
ing format, and channel access as well as a detailed illus-
tration of the protocol operation. Performance analysis is
presented in Section 5, where simulation results are given
for both the ideal case with no fading and for the realistic
case of fading, and comparisons are made with the bench-
mark case of broadcast initialization. Finally, conclusions
are summarized in Section 6.

3. ACOUSTIC PROPAGATION

The received signal strength in an acoustic channel is
determined by the channel geometry and propagation con-
ditions as well as by the frequency occupancy of the
signal. Several modeling stages can be used to assess
the received signal properties in varying detail. The first
stage addresses the basic, deterministic propagation loss
that occurs because of energy spreading and absorption,
whereas the later stages address finer aspects of multi-
path propagation (reflection, refraction, scattering, etc.)
that contribute to the signal strength variation around the
nominal value predicted by the basic loss. Signal strength
varies as transmitter, and receiver assume particular loca-
tions in a given channel geometry, or as the channel geom-
etry and the propagation conditions vary in time. Some of
these variations can be modeled in a deterministic manner,
whereas other appear to be random.

Generally speaking, there are two types of channel mod-
els: small-scale models that target the instantaneous signal
power and are of interest for receiver-end signal process-
ing (physical layer) and large-scale models that target the
average received signal strength (average over some local
interval of time or area of displacement) and are of inter-
est for power allocation at the transmitter (top-level sys-
tem design). The latter type of modeling is of interest to
our present study. In the following section„ we first dis-
cuss the basic propagation loss then move on to large-scale
modeling.

3.1. Basic loss

The attenuation, or path loss, experienced by an acoustic
signal of frequency f as it travels over a distance d in an
unobstructed medium is given by [27],

A.d; f /D A0d
ka.f /d (1)

where A0 is a scaling constant, k is the spreading factor,
and a.f / is the absorption coefficient. The basic loss has
two components: spreading loss, described by the factor
dk and the absorption loss, described by the factor a.f /d .
The spreading factor k models the geometry of spreading,
which can range from cylindrical (k=1) to spherical (k=2,
as in radio systems). The absorption loss occurs because
of acoustical energy conversion into heat. The absorp-
tion coefficient a.f / increases rapidly with frequency, as
shown in Figure 3. Absorption thus confines the acoustic
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Figure 3. The absorption coefficient a.f/.

frequencies to low values. For example, an acoustic sys-
tem designed for transmission over 1 km could operate in
10 kHz of bandwidth centered at 10 kHz, that is, between 5
and 15 kHz. It is interesting to note that although the acous-
tic bandwidth is very small compared with that of radio
systems, an acoustic communication system is in fact wide-
band in the true sense of the word — its bandwidth is not
negligible with respect to the center frequency. This fact
has important implications on the design of physical layer
techniques, notably synchronization and array processing.

Background noise in an underwater acoustic system
comes from turbulence, shipping and breaking waves, and
also includes thermal noise. Although the background
noise is often described as Gaussian, it is not white. The
power spectral density of the background noise can be
approximated as [28]

N.f /�N0f �� (2)

whereN0 is a constant that can be measured for a particular
system location, and the factor � models the power spec-
tral density decay, which usually occurs at 18 dB/decade.
The noise level decreases with frequency, thus creating an
opposite effect from absorption. As a result, there exists an
optimal center frequency to be used for a given distance.
The optimal center frequency decreases with distance and
so does the bandwidth that can be allocated around it. An
interested reader is referred to [28] for details.

From the networking point of view, the fact that the
available bandwidth decreases with distance implies that a
higher bit rate will be available if transmission is organized
over multiple short hops instead of one long hop. Multi-
hopping thus appears not only as a power-saving strategy
(which is the case in any wireless network) but also as a
bandwidth-increasing strategy. The problem, of course, is
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that by increasing the number of hops, the level of interfer-
ence may increase, and packet collisions may become more
likely. However, this does not have to be so. Namely, as
shorter hops support higher bit rates, data packets contain-
ing a given number of bits will have shorter duration, and
the chances of collision will be reduced. This fact speaks
further in favor of multi-hopping in an underwater acoustic
scenario.

The signal power, received at a distance d in response
to a transmit power PT allocated uniformly across a signal
bandwidth B centered at frequency fc is given by

PR D
PT

B

Z fcCB=2

fc�B=2
A�1.d ; f /df � PT �G.d/ (3)

where G.d/ represents the nominal channel gain (inverse
of attenuation). The noise power is given by

PN D

Z fcCB=2

fc�B=2
N.f /df (4)

and the signal-to-noise ratio (SNR) is obtained as

SNRD
PR

PN
(5)

The SNR is used as a principal figure of merit for deter-
mining the transmit power necessary to achieve a certain
level of performance. In particular, if it is required that the
SNR be above a pre-specified threshold SNR0, the transmit
power needed to close a distance d is determined as

PT � P .d/ (6)

where

P .d/D SNR0
PN

G.d/
(7)

We will use the aforementioned definition of the necessary
transmit power P .d/ later when we discuss power control.

3.2. Multipath

Although the basic propagation loss describes energy
spreading and absorption, it does not take into account the
specific system geometry and the resulting multipath prop-
agation. Multipath propagation occurs because of various
phenomena including surface-bottom reflections and ray
bending, which is mostly notable in areas where the speed
of sound changes with depth. The first approach to mod-
eling multipath propagation is a deterministic one, which
provides an exact solution for the acoustic field strength in
a given system geometry with a given sound speed profile.
Because of computational complexity, approximate solu-
tions are often used instead of the exact. An approxima-
tion that is suitable for frequencies of interest to acoustic

communication systems is based on ray tracing (a popu-
lar package is available online [29]). Figure 4 illustrates a
ray-trace obtained for a transmitter placed inside the circle
to the left. Lighter colors in this figure indicate locations
of higher received signal strength. If one places a receiver
at some distance away from the transmitter in this field,
one notices that the signal strength will vary depending
upon the exact location. In other words, two receivers (e.g.,
two circles to the right) placed at the same distance away
from the transmitter, may experience propagation condi-
tions that are quite different. In this example, shadowing
is caused by ray bending in deep water. In shallow water
with constant sound speed, signal strength can be calcu-
lated using simple geometrical considerations. Alternating
constructive/destructive combining of multiple reflections
will now form pockets of strong/weak signal reception.
In either case, multipath effects make the signal strength
location-dependent, i.e., different from the value predicted
by the basic propagation loss (1). The signal strength
can still be calculated using an expression similar to (3)
but with appropriate adjustments made to include the full
channel transfer function H.d; f / in place of the ideal,
unobstructed-single-path’s A�1.d ; f /.

3.2.1. Random effects.

If only a deterministic model is employed to assess the
multipath effects, the channel transfer function H.d; f /
can be completely specified. Experimental observations,
however, provide ample proof that the situation is not so
simple. It is well-known that propagation conditions vary
both with time and with small displacements of the trans-
mitter/receiver. In other words, a transmitter/receiver pair
separated by the same distance d but in two different loca-
tions may experience different channels. Displacements
may occur because of either intentional motion (AUVs) or
unintentional motion, as free-floating devices move with
currents and waves. The surface also moves with tides and

Figure 4. A ray trace shows areas of strong/weak signal recep-
tion. Sound reflection and refraction result in multipath propa-
gation, which favors some locations while placing others in a

shadow.

Wirel. Commun. Mob. Comput. 2013; 13:277–295 © 2013 John Wiley & Sons, Ltd.
DOI: 10.1002/wcm

281



A node discovery protocol for ad hoc underwater acoustic networks A. Patil and M. Stojanovic

waves, creating a time-varying propagation environment.
The effects of changing propagation conditions are evi-
dent as changes in the received signal strength that are too
tedious to assess analytically and are instead modeled as
random processes.

A large-scale propagation model that we will use in this
work gives the received signal strength as

PR D PT �G.d/ (8)

where the gain G.d/ is now treated as a random variable.
Figure 5 shows an ensemble of experimentally recorded

gains expressed on the logarithmic scale (in dB),

g.d/D 10 log10G.d/ (9)

We note that the gain exhibits a decreasing trend with dis-
tance as expected because of energy spreading and absorp-
tion, but we also note variations around this decreasing
trend. This observation motivates us to model the gain as

g.d/D g.d/C x (10)

where g.d/ is a mean value, and x is a random variable.
Figure 6 shows the histogram of the residual x. The val-

ues of x are obtained by removing an estimated mean (solid
curve in Figure 5) from the measured gain. The result-
ing histogram is shown along with a Gaussian probability
density function of zero mean and variance �2, which is
calculated from the measurements.

Encouraged by the similarity between the measured and
hypothesized probability density functions of Figure 6,
as well as by recent findings [30], [31] which testify to
a similar effect, we propose a log-normal model for the
large-scale gain variation. In this model, the gain (9) is
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Figure 5. Gain (normalized) versus transmission distance. Dots
show measured values; solid curve shows an estimated trend
(a first-order logarithmic-scale polynomial fit to the ensemble

mean at each distance yields k0=1.9).
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Figure 6. Histogram of the measured deviation x and the the-
oretical probability density function of a zero-mean Gaussian

random variable with �2=6.7 dB.

specified by the mean g.d/, which can be predicted using a
deterministic model for a given nominal channel geometry
and a random component x, which is distributed accord-
ing to N .0; �2/, where �2 is independent of the dis-
tance (at least for some range) and can be estimated from
measurements.

Specifically, we will use this model to assess the pro-
tocol performance in conditions of fading. For the sake
of generality, we will not focus on a particular multipath
geometry but will instead use the basic path loss (1) to
model the mean value g.d/. We will thus focus on the
effects of large-scale fading and investigate their impact
on the system performance using different values of the
variance �2.

4. THE DISCOVERY PROTOCOL

The discovery begins arbitrarily with node 1, who leads
the first cycle. A new leader starts at the lowest power
level, increasing it only when necessary and only up
to an available maximum. As the discovery proceeds,
a sign-up sheet is filled, eventually indicating that all
the nodes that are within each other’s reach have been
accounted for. Upon completion, each node will also
have built a list of contacts, which includes at least
the nearest neighbor. The key features of the proto-
col are simplicity of implementation and efficient use
of power.

In this section, we begin by describing the network
topology and the power control mechanism. We then spe-
cify the signaling format and outline the steps that define
a discovery cycle. We comment on the channel access and
discuss the protocol adjustments needed to overcome the
deleterious effects of fading. We finally illustrate the pro-
tocol operation using an example and provide a complete
summary of the protocol functions.
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dmin 

dmax 

D

Figure 7. Nodes randomly located within a grid.

4.1. Network topology and power control

The area over which the network is deployed is assumed
to be a square of side D. A grid is imposed onto this
area so as to divide it into smaller cells as shown in
Figure 7. Such a scenario is a representative of a mission in
which a group of nodes (crawlers, vehicles) are dispatched
to map a given region, and each is assigned a smaller indi-
vidual area. Accordingly, we assume that a node is placed
randomly within its cell.

Every node has a finite number of power levels L that
correspond to distances

dl D d0C l�d; l D 0; : : : ; L� 1 (11)

Given a total of N nodes, the minimum and the maximum
distance (see Figure 7) are set to

d0 D dmin D
D
p
N
D

1
p
�

(12)

and

dL�1 D dmax D dmin
p
5 (13)

where � denotes the node density.‡ Given a desired number
of power levels, the step �d is determined as

�d D
dmax � dmin

L� 1
(14)

We note that if one were to choose a uniform step in power,
say several dB, such a choice would differ little from the
one based on a uniform step in distance [14].

Transmission power required to provide a target SNR0
at a particular distance dl is now obtained from the expres-
sion (7). We denote this power by Pl D P .dl /.

§

‡We assume without loss of generality thatN is a square number, that

is,N=4, 9, 16, 25, 36, and so on.
§Conversion from acoustical power expressed in in dB re �Pa2 to

electrical power expressed in dB re W is performed by subtracting

172 dB [32].

A node that has no prior knowledge of the power needed
to reach an intended receiver will always start from the
lowest power level P0. The power is increased only if nec-
essary, as dictated by the discovery process. This design
targets efficient use of power in a network with large cov-
erage, where it would be impossible or wasteful of power
for a single node to reach out to all the other nodes.

4.2. Signaling format and the
discovery cycle

The signaling format is specified by the packet structure
and the power level. The discovery packet contains the fol-
lowing information: [type: D, source, destination, power
level]. Because the discovery procedure begins with node
1 transmitting at the lowest power level, the first discov-
ery packet to be sent is of the form [type: D, source: N1,
destination: any node, power level: P0].

After transmitting the discovery packet, the leader
switches to the listening mode, waiting for replies. If there
are no replies, the leader increases its power level and
repeats the discovery packet. The amount of time it takes to
complete a transaction at power level l , that is, the amount
of time a leader will wait before switching to the next state
is

Tl D .TP C �l /C .TR C �l /C TG (15)

where TD is the duration of discovery packet, TR is the
duration of reply packet, �l D dl=c is the propagation
delay over distance dl (c is the speed of sound), and TG
is the guard interval introduced to account for any errors.
Namely, because the time-varying propagation conditions
can cause the SNR to deviate from the predicted value, a
signal transmitted at power Pl may not be detected by a
node closer than dl , or it might be detected by a node far-
ther than dl . The latter case will cause the reply to arrive
later than expected. To guard against this anomaly, a guard
time is introduced.

Nodes that hear the discovery packet at sufficient SNR,
read from it the leader’s information (ID, power level) and
reply. The reply packet is of the form [type: R, source,
destination: leader, power level, current location].

After acquiring the information about its nearest neigh-
bors, the leader stores this information in a list of contacts
that it will keep for future use. It then puts its ID on the
sign-up sheet and passes the leadership on in a packet
called the end-of-cycle packet (ECP). The sign-up sheet is
enclosed in this packet. It consists of N fields, each corre-
sponding to one of the nodes. A leader signs up by putting
its ID in an appropriate field.

The outgoing leader also selects the next leader from its
list of contacts and includes this information into the ECP.
When there is more than one node in the leader’s list of
contacts, the new leader is chosen as the closest node that
has not yet been a leader. The reason behind this choice
is that shorter links require less power (although they may
prolong the discovery).
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The total amount of time during which one node holds
a leadership, starting at power level 0 and passing it on at
some level l , is

Tl D

lX
iD0

ti C TE C �l (16)

This expression can be used to roughly estimate the bounds
on the total time (and energy) needed to initialize a
given network under ideal propagation conditions. A lower
bound will correspond to the best case in which discovery
proceeds directly from node to node, and each node uses
only the lowest power level. An upper bound will corre-
spond to the worst case in which each node cycles through
all the power levels and cycles may need to be repeated.
These bounds will represent only rough estimates because
the actual time and energy will include retransmissions
needed to make up for the packets lost in both collisions
and fading, which we discuss next.

4.3. Channel access

Channel access is regulated using an Aloha-style protocol
with carrier sensing. Upon receiving a discovery packet,
nodes reply to the leader immediately if they sense the
channel free. Because the receiving nodes may not be
aware of each other’s existence, their replies may collide
at the leader. (Because only one node at a time can be the
leader, there are no collisions among the discovery packets
or the ECPs.) However, collisions will be possible only if
the replying nodes are approximately at the same distance
from the leader. For example, with 24 bit reply packets and
a bit rate of 10 kbps, there will be no collisions if the dis-
tances of replying nodes from the leader differ by more
than about 2 m. Hence, the chances that reply packets will
collide at the leader are small. Nonetheless, the protocol
has to account for such a possibility.

4.3.1. Collision recovery.

If two (or more) reply packets collide, the leader remains
unaware of the identity of the nodes involved in the colli-
sion, although it is aware of the collision itself. To learn
the identity of the colliding nodes, the leader initiates a
collision recovery procedure. Under this procedure, the
leader creates a new packet called the collision recovery
packet, which contains the following information [type:
CR, source, destination: any node, power level, list-of-
contacts]. The leader then sends this packet at a power level
equal to that of the last transmitted discovery packet. The
receiving nodes first check the leader’s list-of-contacts. If
a node finds itself on this list, it will simply ignore the CR
packet because it will know that the leader has correctly
received its reply. The remaining nodes whose names do
not appear in the CR packet will conclude that they have
been involved in a collision, and that their replies have to be
retransmitted. This time, the nodes will not transmit imme-
diately. Instead, each node will wait for a random back-off

Figure 8. End-of-cycle packet can be lost due to fading, caus-
ing the discovery procedure to stop. A possible remedy for this
situation is to transmit the end-of-cycle packet multiple times (if
one transmission experiences fading, chances are that another

may not).

time and retransmit only then. As in any back-off proce-
dure, the additional random delay will help to reduce future
collisions.

4.3.2. End-of-cycle.

For the discovery protocol to proceed correctly, it is nec-
essary that the ECP be received by the next leader. Because
of fading, however, the received signal strength deviates
from the design value, and the ECP can be lost. Figure 8
illustrates such a situation.

Loss of the ECP will cause the discovery procedure
to stop, leaving some nodes undiscovered. The effect of
fading will thus be to degrade the system performance.
Although correct reception can never be guaranteed under
random propagation conditions with finite power budget,
the protocol can be adjusted to increase the reliability
with which the ECP is received. In particular, the protocol
can mandate that the ECP be acknowledged, or that it be
repeated a sufficient number of times. Because acknowl-
edgments can also get lost (leading to further undesired
effects), we will focus here on the ECP repetition as an
example design. In this design, the ECP is repeated at the
same power a pre-specified number of times. The rate of
repetitions should be chosen in accordance with the speed
at which the channel conditions change (coherence time
of the fading process). In our discussion of results in Sec-
tion 5, we will assume independent fading realizations
from one transmission to the next and show that a small
number of immediate repetitions then suffices to recover
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the system performance to a reasonable degree. Simply
stated, if one ECP is lost, the chances of it being lost again
are small if each new retransmission sees an independent
channel realization.

Although many different protocol adjustments are pos-
sible to guard against fading, the simple end-of-cycle rep-
etition suffices to illustrate the principles. We also note
that the system can take advantage of implicit acknowl-
edgments, which are inherent to the broadcast medium. In
other words, upon overhearing the next cycle, the leader of
the former cycle will know that its ECP has been received.
Conversely, if it has not heard anything in a pre-specified
amount of time, the former leader can re-initiate the dis-
covery procedure. Such protocol details are a matter of
particular system design and of no concern at the moment.

4.4. Performance illustration

Referring to Figures 1 and 2, in this section, we illustrate
the steps of the discovery procedure. The steps are orga-
nized according to the leader who is in charge of the indi-
cated cycles. For simplicity, we restrict our attention to the
ideal case with no fading. In this case, the discovery proto-
col has to guarantee that all the nodes that are within each
others’ reach are accounted for by the end of the discov-
ery phase. In doing so, the goal is to limit the total power
consumption, that is, not all the connections have to be dis-
covered, but full connectivity has to be provided. Table I
provides a reference summary of the system state at the
end of each cycle.

Cycles 1, 2: Node 1 forms a discovery packet and trans-
mits at the lowest power level P0. In this example, it does
not find any nodes. Hence, it retains the leadership for the
next cycle and transmits at the next power level. Let us say
that at power level P1 (cycle 2), nodes 2 and 4 are reached.

The leader, in addition to storing the replying nodes’ IDs,
also remembers the power level at which those nodes were
reached. The leadership is then passed on to the closest
node in the list of contacts, node 2. The network connec-
tions after cycle 2 are shown in Figure 9. In the figure,
the size of a node is proportional to the energy that it has
consumed while transmitting.

Cycle 3: After becoming a leader, node 2 transmits the
discovery packet and finds node 5 at power level P0. Node
2 then chooses node 5 to be the leader for cycle 4, because
it is the only node in the list of contacts and has not
been a leader before. In addition to remembering which
nodes were discovered, each node will also remember who

N1

N3

N6

N9

N2

N5

N4

N8

N7

Z [m]

Y [m]

Figure 9. Network at the end of cycle 2 led by node 1 .N1/. List
of contacts: N1D ŒN2.P1/;N4.P1/�.

Table I. Protocol operation for the example of Section 4.4. Listed for each cycle is the
state information for the leading node.

Cycle Leader Leader’s contacts Sign-up sheet Next Return

1 1 (P0) - 1 1 -
2 1 (P1) 2(P1), 4(P1) 1 2 -
3 2 (P0) 5(P0) 1,2 5 1
4 5 (P0) 2(P0), 8(P0) 1,2,5 8 2
5 8 (P0) 7(P0), 5 (P0) 1,2,5,8 7 5
6 7 (P0) 8(P0) 1,2,5,8,7 7 8
7 7 (P1) 8(P0), 5(P1), 4(P1) 1,2,5,8,7 4 8
8 4 (P0) - 1,2,5,8,7,4 4 7
9 4 (P1) 5(P1), 1(P1), 7(P1) 1,2,5,8,7,4 4 7
10 4 (P2) 5(P1), 1(P1), 7(P1), 2(P2), 8(P2) 1,2,5,8,7,4 4 7
11 4 (P3) 5(P1), 1(P1), 7(P1), 2(P2), 8(P2) 1,2,5,8,7,4e 7 7
12 7 (P2) 8(P0), 5(P1), 4(P1) 1,2,5,8,7,4e 7 8
13 7 (P3) 8(P0), 5(P1), 4(P1), 2(P3), 9(P3) 1,2,5,8,7,4e 9 8
14 9 (P0) - 1,2,5,8,7,4e,9 9 7
15 9 (P1) 6(P1) 1,2,5,8,7,4e,9 6 7
16 6 (P0) 3(P0) 1,2,5,8,7,4e,9,6 3 9
17 3 (P0) 6(P0) 1,2,5,8,7,4e,9,6,3 3 6
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selected it to be the leader. Thus, node 2 will remember that
it was selected by node 1. Note that it is the original elec-
tor that a node remembers, not the last node that returned
the leadership (we will see later how the leadership can be
returned).

Cycle 4: On assuming leadership, node 5 transmits the
discovery packet and finds nodes 2 and 8 at power level
P0. Node 2 has already been a leader, so node 5 passes the
leadership on to node 8.

Cycle 5: Node 8 is now the leader and it transmits the
discovery packet to find nodes 7 and 5 at P0. The leader-
ship is then forwarded to node 7, because it is the closest
node in the list of contacts and has not been a leader before.

Cycles 6, 7: Node 7 finds node 8 at power level P0
(cycle 6), but node 8 has already been a leader. Conse-
quently, node 7 proceeds to increase the power looking for
a node which has not already been a leader. In cycle 7, it
finds nodes 5 and 4 at P1. Node 7 passes the leadership on
to the closest node which has not been a leader, which is
node 4.

Cycles 8, 9, 10, 11: On becoming the leader, node 4
finds nodes 1, 5, and 7 using power level P1, but they have
already been leaders. Thus, node 4 increases the power to
the next level. It finds nodes 2 and 8 using P2, but they
too have been leaders before. Node 4 thus proceeds to test
the next power level, P3. Let us assume that this is the
maximal power level but that still no new node is discov-
ered. Because it has reached the maximal power level, there
is nothing more that node 4 can do. However, the sign-
up sheet is not full, and the discovery procedure should
go on. To continue the discovery, the leader will give the
leadership back to its return address (a node from whom
it received the leadership). Thus, node 4 gives the lead-
ership back to node 7. At the same time, node 4 adds an
end mark next to its name on the sign-up sheet. The end
mark indicates that a node has exhausted its capabilities.
In other words, it indicates a dead end, as there is no point
in asking this node to be a leader again because it would
yield no results. The scenario after cycle 11 is shown in
Figure 10.

Cycles 12, 13: Node 7 has been a leader before. When it
becomes a leader again, it first checks its list of contacts to
see if it contains any node that has not been a leader before.
If it finds any such node, then it will directly transmit the
ECP to that node, giving it the leadership. In this particular
case, there is no such node on the list. Node 7 has previ-
ously transmitted at P1; hence, by transmitting at a higher
level, it may find a new node. It thus transmits the discov-
ery packet at power P2 but finds no new nodes. Finally, at
power P3, it finds nodes 2 and 9. Node 2 has been a leader
before; hence, it passes the leadership to node 9.

Cycles 14, 15: Here node 9 is the leader. It finds node 6
at power P1 in cycle 15. Node 9 passes the leadership on
to node 6.

Cycle 16: Node 6 finds node 3 at power P0 and passes
the leadership on to it. This will be the last node in our
example, but the discovery procedure does not end until
node 3 has put its ID on the sign-up sheet.

N1

N3

N6

N9N2

N5
N8

N4 N7

Z [m]

Y [m]

Figure 10. Network at the end of cycle 11 led by node
4 .N4/. List of contacts: N4 D ŒN5.P1/;N1.P1/;N7.P1/;

N2.P2/;N8.P2/�.

Cycle 17: Although the sign-up-sheet is full, node 3
starts transmitting at the lowest power level according to
the protocol. By starting at the lowest power level, node 3
is guaranteed to find all its nearest neighbors, if any exist.
Node 3 thus finds node 6 at P0. It puts its ID on the sign-up
sheet, which is now full and the procedure ends.

In general, the procedure ends when the sign-up sheet
is full, or when all the nodes have exhausted their capa-
bilities. The latter case may occur if there are nodes that
are outside of the maximal power reach of any other node.
These nodes do not belong to the network in the sense in
which we have defined it, that is, within the given power
constraint.

Once the discovery procedure has ended, all the nodes
in the network can begin regular operation. At this time,
that is, at the end of cycle 17 in our example, not all the
nodes may be aware of the fact that the discovery phase is
over. In order to inform the other nodes of the completion
of discovery, the last leader may commence regular net-
work operation by sending an end-of-discovery packet to
its return address, who will then propagate it downstream.
This communication will occur in the form of regular data
packets and will be carried through the network using the
channel access method of choice. The end-of-discovery
packet may contain the sign-up sheet, or simply the state-
ment that the discovery phase is complete. The exact con-
tents of this packet should be determined so as to best serve
the system requirements (localization, routing).

4.5. Protocol summary

The complete protocol is formally defined by the block
diagrams of Figures 11 and 12. The block diagram of
Figure 11 summarizes the steps that should be followed
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Figure 11. Functions performed by a node acting as leader.

by a node when it is acting as a leader. The block dia-
gram of Figure 12 summarizes the functions followed by
a node that is not a leader (this node is either listening pas-
sively, waiting to detect a discovery packet, or it is actively
engaged in replying to the leader).

5. PERFORMANCE ANALYSIS

To study the performance of the protocol, we conducted
a simulation analysis using AUVNetSim, a discrete event
simulator written in Python [33]. In this section, we study
two cases: an ideal case in which there is no fading and
a case with fading. The protocol performance is assessed
by measuring the energy consumption and the time to
completion. Comparisons are made with the benchmark
case of broadcast initialization to quantify the benefits of
distributed discovery.

5.1. Simulation parameters

The following scenarios were considered:

� a square area of side D = 10 km
� center frequency fc = 10 kHz

� bandwidth B = 10 kHz
� target SNR0 = 25 dB
� background noise level N0 = 50 dB re �Pa2/Hz¶

� number of power levels L = 4
� number of nodes N=4, 9,16,25,36,49,64,81
� dmin DD=

p
N=5, 3.34,2.5,2,1.67,1.25,1.11 km

� fading parameter A=�=17,20,24,30
� reply packet size: 24 bits
� number of end-of-cycle packet transmissions: 1,4,5,7

The results are averaged over 1000 random deploy-
ments of nodes (a node is placed uniformly with its cell,
independently of other nodes).

5.2. Ideal case (no fading)

Figure 13 shows the average total energy consumption
versus the discovery time obtained for a varying number

¶Note that this level depends on the particular system location and can

vary by several tens of dBs. However, considering a higher noise level

will not alter the general performance trends, only the absolute values.
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Figure 12. Functions performed by a node not acting as a leader.
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Figure 13. Total energy (average) versus the time it takes to
complete the discovery.

of nodes. The total energy is the sum of energy spent on
transmission, reception, and idle listening. As expected,
energy consumption increases as the number of nodes in
the network increases. It can be observed that 50 min may
be required to set up a network of 81 nodes, whereas

around 4 min are needed for nine nodes. Given the com-
plexity and the time required to physically deploy a net-
work of 81 or nine nodes, these figures may be well within
acceptable limits.

Figure 14 shows the average energy consumed for recep-
tion versus the number of nodes. Unlike the transmission
energy, the reception energy does not depend on the dis-
tance between the nodes but only the number of nodes in
the network. The reference reception power is set to 0.1 W.

Figure 15 shows the average number of collisions that
are taking place between reply packets. As discussed ear-
lier, the chances of reply packet colliding are small because
the packets are short. Assuming a bit rate equal to the band-
width, the reply packet lasts for TR=24/B=2.4 ms, and two
such packets, transmitted immediately in response to the
discovery packet, will collide if the underlying distances to
the leader differ by less than TR � c=2=1.8 m.

5.3. Comparison with
broadcast initialization

As a comparison benchmark, we consider a broadcast pro-
cedure in which every node transmits its location at the
power that is sufficient to span the entire network. The pro-
cedure begins with node 1 and moves on after an adequate
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Figure 14. Average receiving energy versus the number of
nodes.
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Figure 15. Average number of reply packet collisions versus the
number of nodes.

waiting time needed for all the nodes to receive the broad-
cast, that is,

p
2D=c. Assuming that each node requires a

packet of duration TP , the network will be discovered in

T DN.TP C
p
2D=c/ (17)

Because every node’s transmission will have reached every
other node by the end of the waiting time, there is no need
for more than one round in this case. The power needed
by each node to broadcast is P .

p
2D/, which can be

computed using expression (7). The corresponding energy
consumption is

E DNP.
p
2D/TP (18)

Figure 16 compares the broadcast and distributed pro-
cedures, showing for each the transmission energy versus
the discovery time obtained for a varying number of nodes.
We note that the distributed procedure offers a much bet-
ter energy utilization at the price of longer discovery time.
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Figure 16. Transmission energy consumed by the broadcast
and distributed procedures. Circles indicate points correspond-

ing to N=4, 9, 16, 25, 36,49, 64, 81 nodes.

Note, however, that time may be of much less concern than
energy in an underwater acoustic network.

Performance of distributed discovery is shown for two
cases: one that uses power control and another that does
not. In the latter case, all transmissions are made at
Pmax D P .dmax/. Power control clearly helps to fur-
ther reduce the energy consumption, again at the price of
somewhat longer time to complete. The energy savings that
result from using power control may appear small on the
scale of Figure 16, but they amount to several dB.

5.4. Fading

Existing literature on the subject of underwater acoustic
networks almost exclusively analyzes the network per-
formance under ideal conditions. In practice, however, it
is well-known that underwater acoustic channels exhibit
time-variation (fading) and it is only plausible to expect
the network performance to be affected. Specifically, two
types of questions arise in the context of fading channels.
The first is ‘What is the effect of fading on the network per-
formance, i.e. how serious is the degradation’? The second
is ‘What can be done to remedy the situation’? To answer
these questions, we have included the fading model of Sec-
tion 3.2.1 into our simulation analysis. Specifically, we
conducted simulations for varying fading parameter A=� ,
which represents the ratio of the absolute mean value of
the gain g.d/ to the standard deviation � of the random
component x. This section discusses the results that we
obtained.

5.4.1. Premature ending / undiscovered nodes.

As discussed in Section 4.3.2, fading may cause the ECP
to be lost, which will bring the discovery procedure to
a premature ending. As a remedy, we proposed multiple
transmissions of the ECP. Note, however, that regardless of
the number of repetitions, in the presence of fading, there
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Figure 17. Number of nodes discovered versus the number of
nodes deployed. In case of fading, A=�=30.

will always be a possibility that some nodes will remain
undiscovered. In what follows, we will look at the num-
ber (percentage) of nodes discovered as a figure of merit
for system reliability. We will also look at two types of
ECP repetitions: one in which the ECP is transmitted at the
same power level as the last discovery packet and another
in which the ECP is transmitted at the next higher power
level (if available). Simulation results are now averaged
both over random node deployments within cells and over
different realizations of fading.

Figure 17 shows the number of nodes discovered ver-
sus the number of nodes actually deployed. Shown in
dashed line is the reference case of no fading, with only
a single transmission of every ECP. Solid and dotted lines
correspond to a fading channel, with multiple ECP trans-
missions in two forms (with more or with less power,
respectively).

The first observation to be made is that fading indeed
deteriorates the system performance, as evident from the
fact that some nodes remain undiscovered. If only a sin-
gle ECP is transmitted, performance deteriorates beyond
an acceptable level (not shown). Multiple ECP transmis-
sions help to recover the performance, notably when they
are made at the next higher power level. Most importantly,
we note that a relatively small number of ECP repetitions
suffices to recover the performance by a reasonable degree.
For example, when 81 nodes were deployed, 60 nodes were
discovered using four repetitions of the ECP 4, whereas
75 nodes were discovered using seven repetitions. When
it comes to choosing the number of ECP repetitions, there
appears to be an effect of diminishing returns, that is, there
is more to be gained by going from 4 to 5 repetitions than
from 5 to 7, and so on.

Figure 18 shows the percentage of times the discovery
procedure was successfully completed (all nodes were dis-
covered) for the same settings as those of Figure 17. For
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Figure 18. Percentage of times discovery procedure was suc-
cessfully completed (all nodes discovered) versus the number

of nodes in a fixed area.

example, with 81 nodes, the discovery procedure was com-
pleted in about 75% of cases using seven ECP repetitions,
whereas only in 38% of cases using four ECP repetitions.
One could thus say that the chances of discovering all
the 81 nodes are 75%, if seven ECP repetitions are used.
Finally, we note that reliability of discovery decreases with
the number of nodes. This is a consequence of the fact that
fading is modeled as independent on different hops; hence,
the chances of failure (premature ending at any given hop)
increase with the number of hops. Our current simulation
does not take into account spatial correlation of fading,
which may affect the results.

Figure 19 shows the average total time that elapsed
before the discovery procedure would end (possibly with
not all the nodes discovered). Figures 20 and 21 show the
corresponding energy consumption. These results are to
be interpreted in conjunction with the number of nodes
discovered (Figure 17). For example, with seven ECP rep-
etitions made at the next higher power level, out of a total
of 81 nodes, 75 were discovered in 38 min when the pro-
cedure ended having consumed 310 J. When the number
of ECP repetitions was reduced to 4, only 60 nodes were
discovered in 32 min using 200 J of energy. Observing
the dotted curve corresponding to four ECP repetitions in
Figures 19 and 17, we notice that it takes slightly less time
to discover 30 nodes out of 81 then it takes to discover
29 nodes out of 64, which is explained by the fact that
node density is higher (inter-node distance is shorter) in
the former case.

5.4.2. Sensitivity / fading strength.

The question that remains to be addressed is that of pro-
tocol sensitivity to fading. We focus on two versions of
the protocol, one with seven ECP repetitions and another
with four ECP repetitions made at the next higher power
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Figure 19. Average time consumption versus the number of
nodes deployed.
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Figure 20. Average total energy consumption versus the num-
ber of nodes deployed.
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Figure 21. Average receiving energy consumption versus the
number of nodes deployed.

level and investigate the performance under varying fading
conditions described by the parameter A=� .

Figure 22 shows the number of nodes discovered for
different values of the ratio A=� . As expected, the perfor-
mance worsens (fewer nodes are discovered) as the fading
strength increases, that is, as A=� decreases. Transmit-
ting multiple ECPs at the next higher power level remains
effective in recovering the performance: with 81 nodes at
A=�=17, 66 nodes are discovered using seven ECP rep-
etitions as compared with only 43 nodes using four ECP
repetitions. Assuming the seven ECP versions, the penalty
of fading amounts to 15, 14, 10, and 6 undiscovered nodes
out of 81, for A=� ratio of 17, 20, 24 and 30, respectively.
Note that this penalty is conditioned on a given Pmax but
can further be overcome by investing more power.

Figure 23 shows the percentage of times the discovery
procedure was successfully completed. We note that relia-
bility is very sensitive to the fading strength, changing from
about 50% to 75% as A=� varies from 17 to 30.

Figure 24 shows the average time it took before the dis-
covery procedure ended, whereas Figures 25 and 26 show
the corresponding energy consumption. As before, these
results have to be interpreted in conjunction with the num-
ber of nodes discovered (Figure 22). In other words, the
fact that less time and energy is required under worse fad-
ing conditions does not mean that fading helps; on the
contrary, it means that fewer nodes were discovered, and
hence, it took less time and energy for the procedure to
end.

Results such as those of Figures 22, 24, and 25 can
be generated for varying deployment scenarios (number
of nodes, coverage area) and varying fading conditions
(best case, worst case expected) to estimate the necessary
resources (bandwidth, energy, maximal power) and pro-
tocol adjustments (number of ECP repetitions or similar)
needed to achieve a desired performance (reliability, time
to complete).
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Figure 22. Number of nodes discovered versus the number of
nodes deployed.
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Figure 23. Percentage of times discovery procedure was suc-
cessfully completed (all nodes discovered) versus the number

of nodes in a fixed area.
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Figure 24. Average time consumption versus the number of
nodes.
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Figure 25. Average total energy consumption versus the num-
ber of nodes.
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Figure 26. Average receive energy consumption versus the
number of nodes.

6. CONCLUSIONS

An underwater acoustic network was considered in which
the nodes initially have no knowledge of the other nodes’
locations, and the network has to be set up autonomously
upon deployment. The nodes operate in a distributed man-
ner, that is, without a central station or a priori regulation
of the channel access. There is a finite number of nodes
covering a possibly large area that cannot be spanned in a
single hop within the constraints of a finite power budget,
that is, broadcast initialization is not an option.

Within this framework, a node discovery protocol was
proposed in which the nodes use random access and trans-
mit at minimum power level required to reach a particular
neighbor. Conservation of energy is an important aspect
in autonomous underwater acoustic systems, because the
power is battery supplied, and transmission at greater-than-
necessary power levels is not only wasteful but also cre-
ates interference which in turn increases the number of
retransmissions.

Power control is implemented in discrete levels and
accounts for both the distance-dependent transmission loss
and the channel fading. Random access ensures simplic-
ity of implementation with no requirements for global
synchronization. Eliminating the need for scheduling is
advantageous in underwater acoustic settings where loca-
tion uncertainty, clock drifting, and long and variable
propagation delays are present.

Network initialization begins arbitrarily with node 1 and
proceeds in cycles, each led by a single node. A new leader
starts at the lowest power level, increasing it only when
necessary and only up to an available maximum. During
discovery, a sign-up sheet is circulated among the leaders.
The discovery ends when the sign-up sheet is full, or when
all nodes have reached the maximum power level. Upon
completion, each node has built a list of contacts, which
includes at least the nearest neighbor, and regular network
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operation can commence. The key features of the protocol
are the simplicity of implementation and the efficient use
of power, which are achieved on account of time it takes to
complete the discovery.

The performance of the protocol was assessed via simu-
lation, by measuring the energy consumption and the time
for completion. Comparisons with the benchmark case
of broadcast initialization clearly demonstrate the bene-
fits of the proposed scheme, whose energy consumption
is much lower, whereas the time to completion, although
increased, stays well within the limits needed to physically
deploy a network of underwater nodes (robots, vehicles,
floating sensors).

Underwater acoustic channels experience time-varying
propagation conditions, whose impact on the protocol
performance was assessed by including a fading model
into the simulation analysis. According to our large-
scale fading model, the channel between two nodes at
a given time is characterized by the nominal attenuation
(calculated for the given distance and frequency band)
and an additional, log-normally distributed random com-
ponent. The fading severity is quantified by the ratio
of the nominal gain to the standard deviation of the
random component.

Fading degrades the system performance, leading to
packet loss that may cause a premature ending of the dis-
covery procedure that leaves some nodes undiscovered.
Simulation results quantify the system reliability by mea-
suring the percentage of nodes discovered and the chances
of complete discovery for varying fading conditions. Sim-
ple adjustments to the discovery protocol are proposed
(packet repetitions) and shown to recover the performance
within limits imposed by the maximum power constraint.
Effective performance recovery beyond protocol adjust-
ments is possible by increasing the power budget.
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