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Abstract— Sensor networks deployed in high-latency environ-
ments, such as underwater acoustic and satellite channels, find
critical applications in disaster prevention and tactical surveil-
lance. The sensors in these networks have limited energy reserves.
In order to extend the lifetime of these sensors, energy must
be conserved in all layers of the protocol stack. In addition to
long propagation delays, these channels are characterized by
limited bandwidth and a lack of well-established closed-form
analytical models. This fact makes finding cross-layer energy-
optimal solutions a difficult problem to solve. Our goal is to
compute near-optimal routes, schedules and transmit power
levels for delay-constrained applications of high-latency sensor
networks. We present a mixed-integer programming relaxation
of the optimization problem. We further propose a decentralized
algorithm to iteratively solve the relaxed optimization problem.
Comparative simulation analysis shows that our decentralized
approach is approximately 3∼6 dB more energy-efficient and
2∼5 dB more throughput-efficient than the heuristic, time-
sensitive greedy forwarding, and least-cost routing algorithms.

Index Terms— Cross-layer energy optimization, high-latency
sensor networks, underwater acoustic medium, delay-intolerant
applications, large propagation delays, decentralized algorithm.

I. INTRODUCTION

UNDERWATER acoustics and satellite-based long-range
radio frequency (RF) channels are examples of

physical communication media used in high-latency sen-
sor network (HLSN). In this paper, we focus on cross-
layer energy optimization for time-sensitive applications
over HLSN. These sensor networks are envisioned to enable
a wide-ranging set of time-sensitive civilian and military
applications. Examples of such applications include disaster
prevention, tactical distributed surveillance, military target
detection, oil-spill monitoring, coastline protection, and early
warning systems for earthquakes and tsunamis [1], [2]. The
sensor nodes in these networks collaboratively collect and
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Fig. 1. Underwater acoustic sensor network.

relay telemetry data to centralized sink nodes. Fig.1 shows
such a sensor network in a three-dimensional (3D) underwater
environment. These sensors are powered by batteries that
are both difficult and expensive to replace or recharge after
deployment. Hence minimizing energy usage across all layers
in the protocol stack becomes essential for such networks.

The inherent characteristics of the physical medium used
in these networks pose significant challenges to the design of
sensor networks for delay-intolerant applications. In addition
to long and variable propagation delays, these networks have
limited bandwidth, severe multipath fading, and large Doppler
spreads. This results in a poor link quality with high error
rates [3], [4].

Our goal is to compute time-constrained energy-optimal
routes, schedules, and power levels for a time-slotted HLSN.
In terrestrial RF networks, for a given distance, the energy con-
sumption can be modeled as a convex function of the number
of transmitted bits and the transmit time [5]. Analyzing the
convexity of such a function for HLSN is generally difficult
due to the lack of well-established closed-form analytical
models [3], [6]. This fact makes the cross-layer energy-
optimization problem for HLSN difficult to solve.

Our approach to finding a near-optimal solution involves
relaxing the nonconvex optimization problem by using
piecewise-linear approximations of the channel’s power-rate
function. This allows us to reformulate our problem into an
mixed-integer programming (MIP) problem which can be
solved using standard methods. This reformulation allows us
to compute near-optimal routes, schedules, and power control
solutions for HLSN. We also propose a sub-optimal, but more
practical distributed algorithm to solve our optimization prob-
lem. The near-optimal solutions obtained from our centralized
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approach gives us a benchmark for comparing the performance
of our distributed approach against.

In our decentralized approach, the individual sensors coop-
erate with each other to iteratively solve the optimization
problem. We decompose our centralized MIP problem into
subproblems that are localized to each of the sensors. At each
iteration, the sensors solve the subproblem and then exchange
their results with neighboring sensors. Each of the sensors then
revises its subproblem based on the new information about
its neighbors’ utility. This is repeated until the results of the
subproblems converge.

Our main contributions are two-fold. We find a centralized
solution to minimizing energy for HLSN by reformulating
a nonconvex problem into one that can be solved more
easily. We then find a more practical decentralized version
of this algorithm by decomposing the centralized problem into
subproblems that the sensors can solve iteratively. We compare
the performance of our centralized and decentralized algo-
rithms to that of alternative approaches such as time-sensitive
greedy forwarding (TGF) and time-sensitive least cost rout-
ing (TLCR) as described in Sections VII-D.1 and VII-D.2,
respectively.

In our preliminary work [7], we proposed a centralized
routing and power control algorithm using an MIP relaxation
of the delay-constrained energy optimization problem. Here
we extend that approach by updating our optimization problem
to additionally produce time division multiple access (TDMA)
schedules. Further, we also present a decentralized version of
our algorithm.

This paper is organized as follows: Section II discusses
the related work in this area of research. In Section III, we
give an overview of the system model. We then present a
centralized routing, scheduling, and power control algorithm in
Sections IV and V. In Section VI, we propose a decentralized
version of our algorithm. Section VII explains our test setup
and analyzes the results. Finally, in Section VIII, we present
our concluding remarks.

II. RELATED WORK

Cross-layered energy optimization in terrestrial RF sensor
networks is a heavily researched topic [8]. The methods from
those studies are generally not feasible in HLSN due to
its fundamentally different channel characteristics. In recent
years much attention has been paid to energy optimization in
underwater acoustic sensor network (UWA-SN).

Crucial insights into the physical layer design considerations
of an acoustic medium are provided by [9]. Packet retransmis-
sions are expensive in UWA-SN due to its large propagation
delays. As a result, focus at the data-link layer has been on
designing protocols that proactively avoid collisions and are
cognizant of the long propagation delays. A modified version
of the ALOHA protocol that uses energy as the main perfor-
mance metric instead of the bandwidth, is proposed in [10].
In paper [11], they suggest a medium access control (MAC)
protocol that uses both schedules and handshakes to avoid
collisions. A TDMA-based protocol that increases channel
use by taking advantage of the long propagation delays is
discussed in [12]. While these papers focus on the data-link

Fig. 2. Sensor Network with TDMA scheduling.

layer, the protocols could be integrated with network and
physical layer solutions to further minimize overall energy use.

Several papers have looked into network layer energy opti-
mization for UWA-SN. A routing protocol that dynamically
re-configures its routes based on the residual energy of the
nodes is proposed in [13]. In [14] the authors suggest a
routing approach that conserves energy by minimizing the
number of required packet re-transmissions for delay-sensitive
applications. An analysis on the optimum number of hops
and transmission trials in terms of energy consumption, is
presented in [15]. A routing algorithm proposed in [16]
makes online routing decisions to minimize energy con-
sumption while meeting end to end error rate and delay
requirements.

Both [14] and [16] use path-specific delay constraints for
meeting differentiated quality of service (QoS) requirements
for packets from a given node to the sink. In this paper,
we consider a global TDMA schedule where every link is
assigned slots in each frame such that data from all nodes
in the network reach the sink in one frame period. Also,
the algorithms discussed in the above papers are designed to
work with an interference-limited code division multiple
access (CDMA) based MAC protocol. In this paper, we
consider a slotted TDMA based MAC scheme since avoid-
ing collisions is one way to minimize energy consumption.
Further, it also allows us to make good use of the propagation
delays.

III. SYSTEM OVERVIEW

We consider a generic HLSN model where a number of
stationary sensor nodes are arbitrarily deployed in a 3D
environment. Each of the sensors collects time-sensitive data
and collaborate amongst themselves to relay their traffic to
the sink nodes where the data is processed. The sensor nodes
have limited energy reserves. They are capable of full-duplex
communication and can buffer data until the link is available
for transmission. Fig.2 shows such a network with a number of
sensor nodes dispersed over a large area. A reasonable range
for a sensor in UWA-SN is 2 − 10 kms, so it is realistic to
have 10 to 30 nodes in an area of 100 km2 [17].

In setting up our model, the only assumptions that we
make about the physical medium of the network is that
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it exhibits large propagation delays. This differs from ter-
restrial RF networks where the transmit time of a signal
dominates its propagation time. As a result, both transmis-
sion and propagation delays need to be taken into account
while designing algorithms to compute transmission schedules
for HLSN. The sensors are capable of adjusting their trans-
mit power level within a predetermined range, to achieve a
desired signal-to-noise ratio (SNR) for a link. In cases where
packets are corrupted and unrecoverable by forward error
correction (FEC), the sensors cooperatively handle the retrans-
mission of the packet.

For the data link layer, we consider a slotted synchronous
TDMA scheme with a periodic schedule. The schedule has
a maximum frame duration T which is divided into multiple
time slots. Each of the links in the network is allocated a vari-
able number of time slots. This is illustrated in Fig.2. Data sent
by the sensors to the sink could get load balanced over multiple
outgoing links. We consider a link between two sensors to be
feasible if its SNR is above a predefined threshold and if the
destination node is geographically closer to a sink than the
source.

In our system model, we parameterize the size of the
network, the number and location of each of the nodes, the
system load, the desired bit error rate (BER) for the links and
the maximum time period for the TDMA frame. We shortlist
a set of candidate next hop nodes for each of the sensors.
We also identify all pairs of links that could potentially
interfere with each other, so we can avoid scheduling conflicts.
We then formulate a time-constrained optimization problem
to minimize the overall energy consumption while increasing
the throughput efficiency of the network. The output of the
problem would be the selected set of outgoing links for
each of the sensors, their power levels, their load distribu-
tions, their schedules and the minimum required size of the
TDMA frame, Tmin .

IV. TIME-CONSTRAINED ENERGY

OPTIMIZATION FORMULATION

Let V be the set of all sensor nodes and L be the set of
all feasible links in the network. For every sensor node v, let
hv denote the amount of data that node v generates in one
time period T . Let ρl be the relay processing power, which
is the power required by the relay sensor to process incoming
traffic on link l. Let Ov and Iv be the set of all outgoing and
incoming links for node v. For every link l ∈ L, let wl , pl , el ,
tl , τl and rl represent the number of transmitted bits, transmit
power, energy consumed, allocated transmit time, propagation
time and the transmit rate, respectively. Let x (l) and r (l) be
the source and destination nodes of link l. Let the function
Pl (rl ) represent power-rate relationship for link l, ie., pl =
Pl (rl ) is the transmission power required to achieve a transmit
rate of rl for link l.

The delay-constrained energy-optimal routes, power lev-
els, transmit rates and transmit times can be found
by solving the following optimization problem given

in Eqs. (1)-(3) [5].

minimize
∑

l∈L

(
Pl

(
wl

tl

)
+ ρl

)
tl (1)

subject to
∑

l∈L
(tl + τl) ≤ T (2)

∑

l∈Ov

wl −
∑

m∈Iv
wm = hv , ∀ v ∈ V (3)

The minimization objective function, Eq. (1), is the sum
total of energy consumed on every link in the network. The
delay constraint, Eq. (2), specifies an upper bound on the sum
total of the allocated transmit time and the propagation time of
all the links. The flow conservation constraints, Eq. (3), ensure
that the data generated by all the sensors are accounted for and
that they flow towards and eventually terminate at a sink node.
For every sensor, the total data transmitted on all its outgoing
links is equal to the sum of the data generated by the sensor
and the total data received on all its incoming links. While
the constraints in the above problem are linear, the Pl (wl/tl) tl
term in the objective function is nonlinear. It is a function of a
nonlinear combination of two variables and its convexity with
respect to wl and tl is unknown. It represents el , the energy
consumed on link l. Table I summarizes the definitions of all
the symbols used in this paper.

A. Scheduler Constraints

The constraint Eq. (2) allows for collision free transmis-
sions. It reserves enough time slots per link to cover not
only the time required to transmit the signal but also for it
to propagate to its intended destination. Given a priori knowl-
edge of the link propagation delays, the acoustic channels
could be better used by overlapping the schedules without
causing any conflicts at the receiving nodes [12]. Overlapping
transmissions in this manner results in an increased network
throughput as is illustrated in Fig.3.

Our goal is to formulate the delay-constrained energy opti-
mization problem to solve for transmission schedules in addi-
tion to routes and power levels. A periodic TDMA schedule
for a link is defined by its transmit start time relative to the
beginning of the frame and the length of time allocated to
it. The constraints need to ensure that the transmissions on a
link do not interfere with any other link, whether in the same
TDMA frame or in subsequent ones. They must also ensure
that the transmissions complete within the same TDMA frame
that they were initiated in.

A pair of links could interfere with each other if the
destination node of either of the links is in the interference
range of the source node of the other. Scheduling constraints
need to be setup for every pair of interfering links in the
network, including those that originate from the same source.

Let sl be a continuous variable that denotes the time relative
to the start of the frame when link l is scheduled to start
transmitting for tl seconds. Let ψl be the set of all links that
can interfere with link l. Let duv be the distance between
nodes u and v. Let dl = dx(l)r(l) and τl = τx(l)r(l). Let τmax

be the maximum time required for the signal to propagate
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TABLE I

SYMBOL DESCRIPTIONS

beyond the interference range of the sensor nodes. Let ouv

be a binary variable that prioritizes the order in which nodes
transmit within a frame. If ouv is set to 1, then node u transmits
before node v, and vice versa.

As part of the staggered TDMA underwater MAC pro-
tocol (STUMP) introduced in [12], the authors present the
following set of constraints between two links l and m
to prevent a collision at either of their destination
nodes.

tl + τl − τx(m)r(l) − T

≤ sm − sl − ox(l)x(m)T

≤ −tm + τl − τx(m)r(l) (4)

Fig. 3. Increased channel use with overlapping TDMA schedules.

In this paper, we extend the STUMP constraints by making
use of the symmetry between their lower and upper bounds.
We derive a single constraint that can be set up at link l ∈ L,
for every link m ∈ ψl that falls within its interference range.
We set ouv to 1, if node v is closer to a sink than the node u,
indicating that node u gets to transmit before node v in the
frame.

Given that ouv = 1− ovu , the constraints in Eq. (4) can be
rewritten as follows ∀ l ∈ L, m ∈ ψl :

sl − sm + tl ≤ τx(m)r(l) − τl

+ ox(m)x(l)T (5)

sm − sl + tm ≤ τl − τx(m)r(l)
+ ox(l)x(m)T (6)

Using change of variables, Eq. (6) can equivalently be
written as follows ∀m ∈ L, l ∈ ψm :

sl − sm + tl ≤ τm − τx(l)r(m)
+ ox(m)x(l)T (7)

From Eqs. (6) and (7), we note that two constraints get
added for every pair of potentially interfering links. Both the
constraints set an upper bound on sl−sm+ tl . We combine the
two constraints in Eqs. (5) and (7) by using the tighter upper
bound as follows:

tl + sl − sm ≤ Blm, ∀ l ∈ L, m ∈ ψl (8)

where, Blm = min

((
τx(m)r(l) − τl

)
,(

τm − τx(l)r(m)
)
)

+ ox(m)x(l)T (9)

In addition to the scheduler constraints in Eq. (8), we need
the following set of per-link constraints defined in Eq. (10).
They ensure that the transmission on every link propagates
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Fig. 4. Piecewise-linear approximation of f (x).

beyond its interference range before the time period of the
frame expires.

sl + tl ≤ T − τmax , ∀ l ∈ L (10)

The above constraints in Eq. (10) prevent the transmissions
initiated in one frame from causing an interference in a
subsequent time frame. They also ensure that transmissions
on all links in the network complete within the specified time
period T . Unlike Eq. (2), our updated scheduler constraints,
Eqs. (8, 10) together allow multiple links to get scheduled
simultaneously without causing conflicts. We hence replace
Eq. (2) with Eqs. (8) and (10) in our optimization problem.

The maximum frame size, T , is an input parameter to our
optimization problem that solves for conflict-free overlapping
schedules. The minimum size of the TDMA frame, Tmin , that
is required to realize the generated schedules, is computed as
Tmin = max {sl + tl + τmax | ∀l ∈ L}.

V. RELAXING THE OPTIMIZATION PROBLEM

We begin by substituting the nonlinear term in the objective
function, Eq. (1), with the variable el which represents the
energy consumed on link l. We then add linear constraints
to establish the relationship between log (el), log (wl) and
log (tl), where log represents the logarithmic function. Since
el = Pl (wl/tl) tl , we have that:

log (el) = log

(
Pl

(
wl

tl

))
+ log (tl) (11)

Let Pl represent the relationship between log (pl) and
log (rl) such that, log (pl) = Pl (log (rl)). Then we have:

log (el) = Pl (log (wl)− log (tl))+ log (tl) (12)

We now use the piecewise-linear approximations of func-
tions Pl and log to formulate our MIP problem. As illustrated
in Fig.4, let f̃ (x) represent a piecewise-linear approximation
of the function f (x). Let r̂l represent an approximation

of log (rl). Then, the MIP relaxed-optimization problem can
be written as:

minimize
∑

l∈L
(el + ρl tl) (13)

subject to
∑

l∈Ov

wl −
∑

m∈Iv
wm = hv , ∀ v ∈ V (14)

tl + sl − sm ≤ Blm , ∀ l ∈ L, m ∈ ψl (15)

sl + tl ≤ T − τmax , ∀ l ∈ L (16)

r̂l = ˜log (wl)− ˜log (tl) , ∀ l ∈ L (17)
˜log (el) = P̃l

(
r̂l

)+ ˜log (tl) , ∀ l ∈ L (18)

The objective function in Eq. (13) is the same as Eq. (1),
but with the nonlinear term Pl (wl/tl) tl , replaced with the
variable el . The rate constraints in Eq. (17) establish the rela-
tionship between variables that represent the transmit rate, bits
transmitted and transmit time. Similarly, the energy constraints
in Eq. (18) establishes the relationship between the variables
that represent the energy consumed, transmit power and the
transmit time.

VI. DECENTRALIZED COOPERATIVE OPTIMIZATION

The computational complexity of the centralized algorithm
increases with the number of nodes in the network. A decen-
tralized approach where the nodes communicate with their
neighbors and locally compute network solutions, is inherently
more scalable. We propose a decomposition of our MIP
problem into subproblems that can then be solved iteratively
in a distributed manner.

Our problem formulation exclusively uses link-specific vari-
ables. So, our approach involves separating it into |L| sub-
problems, one for each of the links in the network. Our
objective function is already separable in functions of variables
that belong to the same link. Complicating constraints that
involve variables associated with more than one link, pre-
vent a straightforward decomposition of our problem. Simple
constraints on the other hand are directly separable. We use
Lagrange relaxation to move the complicating constraints
to the objective function after assigning it with weights
(Lagrange multipliers). The weights represent a penalty for
violating the corresponding constraint [18, p. 1668]. This
relaxation allows us to decompose our optimization problem
into link-specific subproblems.

For a given vector of multipliers, the optimal value of the
relaxed problem provides a lower bound on the optimal value
of the original problem, also called the primal problem. Find-
ing values for the multipliers that get us the best lower bound,
is called the Lagrange dual problem. We solve the Lagrange
dual problem iteratively using the subgradient method, where
the multipliers are adjusted at every iteration based on the
degree of the constraint violations.

Duality gap is the absolute difference between the primal
and dual solutions. When the duality gap is zero, a feasible
and optimal primal solution can be recovered from the dual
optimal solution. For an MIP problem like ours, the duality
gap is non-zero in general. As a result, the iterative subgradient
algorithm does not guarantee the convergence of the solution
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to our primal problem. Hence we use a convex combination
of solutions generated at all iterations. This is known to
converge to the optimal solution of the integral-relaxed primal
problem [19]. Finally, we employ a heuristic algorithm, seeded
by the values for the primal variables thus obtained, to find
feasible solutions to our original problem.

A. Decomposition Into Subproblems

We start by identifying Eqs. (14) and (15) as the com-
plicating constraints in our MIP problem, since they use
variables associated with more than one link. The remaining
constraints viz., Eqs. (16), (17) and (18) are easily separable.
We use Lagrange relaxation to move the complicating con-
straints weighted with Lagrange multipliers, into the problem
objective.

Let λvw and λlm
s be the Lagrange multipliers associated with

constraints in Eqs. (14) and (15) respectively. We then get the
following Lagrange function L :

L (w, s, t,λw,λs)

=
∑

l∈L
(el + ρl tl)

+
∑

v∈V
λvw

⎛

⎝
∑

l∈Ov

wl −
∑

l∈Iv
wl − hv

⎞

⎠

+
∑

l∈L

∑

m∈ψl

λlm
s (tl + sl − sm − Blm) (19)

where, w = [wl , l ∈ L] λw =
[
λvw, v ∈ V]

s = [sl , l ∈ L] λs =
[
λlm

s , l ∈ L, m ∈ ψl

]

t = [tl , l ∈ L] (20)

While λs ≥ 0, λw is not restricted in sign since they are
associated with an equality constraint. In our network, λvw is a
per-node variable and is associated with node v, whereas the
λlm

s , ∀m ∈ ψl multipliers are maintained at link l.
The dual function D , can then be obtained by minimizing

the Lagrangian over the primal variables [18, p. 1669].

D (λw,λs) = minimize
(w,s,t)

L (w, s, t,λw,λs)

The dual function is concave function of the Lagrange
multipliers, even though our primal problem is nonconvex.
By regrouping the relevant terms, the dual function D gets
decomposed into subproblems for each of the links.

D (λw,λs) =
∑

l∈L

[
minimize
(wl ,sl ,tl )

Cl (wl , sl , tl)

]

−
∑

v∈V
λvwhv −

∑

l∈L

∑

m∈ψl

λlm
s Blm (21)

where, Cl (wl , sl , tl )

= el +
(
λx(l)w − λr(l)w

)
wl

+
⎛

⎝
∑

m∈ψl

(
λlm

s −λml
s

)
⎞

⎠ sl +
⎛

⎝
∑

m∈ψl

λlm
s +ρl

⎞

⎠ tl

(22)

Since Eq. (22) only involves variables associated with one
link, Cl (wl , sl , tl ) can be minimized locally.

For a given vector of values for λw and λs , the dual
function D , is a lower bound for the optimal value of the
original problem. The best lower bound can then be obtained
by solving the following dual optimization problem:

maximize D (λw,λs)

subject to λs ≥ 0 (23)

B. Iterative Subgradient Optimization

The dual optimization problem, Eq. (23), can be solved
iteratively in a distributed manner using the projected sub-
gradient method. At every iteration, the current value of the
multipliers is used to compute the dual function by solving
the subproblems. The multiplier values are then updated along
the subgradient direction according to a prescribed sequence
of step lengths.

At iteration i of the subgradient algorithm, the following
MIP subproblem is solved for all links l ∈ L:

minimize
(wl ,sl,tl )

Cl (wl , sl , tl) (24)

subject to sl + tl ≤ T − τmax (25)

r̂l = ˜log (wl)− ˜log (tl) (26)

˜log (el) = P̃l
(
r̂l

)+ ˜log (tl) (27)

wl ≥ 0, sl ≥ 0, tl ≥ 0 (28)

Appendix VIII explains our modeling of the above subprob-
lem, Eqs. (24)-(28), in further detail.

Using the primal values (w, s, t) thus obtained, we can
compute the subgradients of the dual function at (λw,λs) as
follows:

gλvw =
∑

l∈Ov

wl −
∑

l∈Iv
wl − hv (29)

gλlm
s
= tl + sl − sm − Blm (30)

The primal solutions of the subproblems computed at link l
is then shared with the link source node x (l), link destination
node r (l) and with all links m ∈ ψl , that fall within the
interference range of link l. Let {αi } and {βi } be sequences
of positive harmonic step sizes that are square summable but
not summable, eg. a/a+bi where a ≥ 0, b ≥ 0 [20]. The
Lagrange multiplier λvw is then updated at node v using the
primal solutions from all the incoming and outgoing links, as
follows:

λvw (i + 1) = max
{(
λvw (i)+ αi gλvw

)
, 0

}
(31)

The Lagrange multipliers λlm
s , ∀m ∈ ψl are then updated at

link l using the primal solutions from all other link m ∈ ψl ,
that fall within its interference range, as follows:

λlm
s (i + 1) = λlm

s (i)+ βi gλlm
s

(32)
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C. Obtaining Feasible Primal Solutions

The sequence of primal solutions that we get at every
iteration of the subgradient method may not necessarily con-
verge. Hence we use a convex combination of solutions
obtained at every iteration, also referred to as the ergodic
iterates [21]. The sequence of ergodic iterates is known to
converge to the optimal solution set of the primal problem
with relaxed integral constraints [19]. Specifically at every
iteration, we use the s2 − rule, introduced by [19] to compute
the convexity weights for the ergodic updates. Let imax be the
maximum number of iterations. Initialized as x0 = x0, the
ergodic iterate xi of the primal variable x is updated at every
iteration i, ∀ 1 ≤ i ≤ imax , as follows:

xi =
(

xi−1

i−1∑

s=1

s2 + xi−1i2

)(
i∑

s=1

s2

)−1

(33)

The primal solutions thus obtained, converge to a near-
feasible solution set of the relaxed primal problem [21]. But
they are generally infeasible in the original problem. We then
use heuristics to make adjustments to the latest iteration and
construct a primal feasible solution in a distributed manner. wl

effectively represents the data flow on link l. Hence for every
node v, the normalized ratio wl/

∑

m∈Ov

wm is used to determine

the fraction of outgoing traffic from node v that the link l
would carry. Let wc

l be the value of wl computed in this
manner. We use the link schedule variable sl , directly from
the solution set. With the values of sl fixed, the constraints
in Eqs. (15) and (16) directly give us an upper bound on the
values of tl . With wl fixed at wc

l , tl is also lower bounded by
the maximum possible transmit rate on a link. Let t lb

l and tub
l

be the lower and upper bounds on tl . Now determining the
most energy-efficient value of tl boils down to locally solving
the following minimization problem using standard methods:

minimize
[
P̃l

(
r̂l

)+ ˜log (tl)
]

(34)

subject to r̂l + ˜log (tl) = log
(
wc

l

)
(35)

t lb
l ≤ tl ≤ tub

l (36)

Our decentralized delay-constrained energy-optimization
approach is summarized in Algorithm 1.

VII. PERFORMANCE EVALUATION

We evaluate the performance of our decentralized delay-
constrained energy optimization algorithm, against that of the
centralized optimization approach. We further compare both
their performance with that of the time-sensitive greedy for-
warding (TGF) and time-sensitive least cost routing (TLCR)
approaches as described in Sections VII-D.1 and VII-D.2
respectively. While the algorithms proposed in this paper are
generic enough for use in any of the HLSNs, we focus on
UWA-SN to analyze their performance since it has one of the
most difficult communication media [9].

A. Performance Metrics

We use the following metrics to evaluate the performance
of our algorithms.

Algorithm 1 : Decentralized Co-Operative Algorithm

1: Initialize (λw,λs)
0 ← 0

2: for i = 1 to imax do
3: for all links l ∈ L do
4: compute (wl, sl , tl)i Eqs. (24)-(28)
5: share (wl , sl , tl)i with concerned entities
6: update ergodic iterates

(
wl , sl , tl

)i Eq. (33)
7: end for
8: for all nodes v ∈ V do
9: update

(
λvw

)i Eq. (31)
10: end for
11: for all links l ∈ L and m ∈ ψl do
12: update

(
λlm

s

)i
Eq. (32)

13: end for
14: if λw and λs haven’t improved then
15: break
16: end if
17: end for
18: generate heuristic feasible solutions from

(
w, s, t

)

1) Energy Cost Per Bit: Defined as the average energy cost
incurred in delivering a bit of data from the sensors to the
sinks. It is computed as the ratio of total energy consumed
in the network to the total data delivered to the sinks in one
TDMA frame.

2) Network Throughput: Defined as the average rate of
successful delivery of data from all the sensors in the network
to the sinks. It is computed as the ratio of the total data
delivered to the sinks in one frame, to the TDMA time period.

B. Simulation Setup

We consider a UWA-SN model where a number of sta-
tionary sensor nodes are arbitrarily deployed with uniform
distribution under the ocean in a 3D environment. The sink is
placed at the center of the network. Results were captured for
a varying number of sensor nodes. For every test with a given
number of sensor nodes, results were averaged over multiple
iterations. The location of the sensor nodes were changed in
each of the iterations. Table II shows the values of different
network parameters used in the tests.

We compare the performance of the algorithms for a fixed
BER of 10−4. Let ε be the required BER. For a given packet
size of M bits, we approximate the expected number of
transmissions on a link as (1+ Mε). In our simulations we
adjust the network load contributed by each of the sensors to
account for the expected number of retransmissions.

1) UWA-SN (UWA-SN): The available bandwidth of an
underwater acoustic medium depends on both transmission
range and frequency [22]. Signal attenuation due to absorption
of acoustic energy, refractive properties of the medium and
ambient noise from wind and shipping activity further deteri-
orate the link quality. The propagation delay in an underwater
acoustic medium is not only large due to the slow speed
of sound in water (cs ≈ 1500 m/s), but it also varies due
to factors such as the temperature, pressure and salinity of



4294 IEEE SENSORS JOURNAL, VOL. 17, NO. 13, JULY 1, 2017

TABLE II

SIMULATION PARAMETERS

the water. The underwater acoustic channel model used in
this paper, accounts for the dependency of the path loss
on the signal frequency, multi-path spread, path dispersion,
propagation delay, and random channel variations including
motion induced Doppler shifts as described in [4] and [23].
In our tests, we use the simulator developed by [23] to model
the underwater acoustic channel. Given the frequency selective
fading nature of the underwater acoustic channel, we use
the frequency domain statistical water-filling power allocation
method [24] to maximize channel capacity.

C. Performance Evaluation of the Proposed Algorithms

Fig.5 and Fig.6 show the average energy consumed per bit
(in μJ) versus the total number of sensor nodes, for our
centralized and decentralized approaches. Plots are shown
for different time periods T . Our proposed algorithms gen-
erate interference-free overlapping schedules. As a result, an
increase in the total network load has little impact on the
energy consumed per bit until a certain point. The threshold
occurs when there no longer exists a schedule that can
accommodate the current network load without increasing
the transmit power to achieve higher data rates. Once the
load in the network crosses the said threshold, the energy
consumed per bit begins to increase rapidly as expected. As
the time period T is relaxed, the amount of load that the
network can handle before it reaches the critical threshold,
also increases. This is intuitively expected and is illustrated in
Fig.5 and Fig.6.

With further increase in network load, after a certain point,
feasible schedules do not exist anymore. This happens when
the maximum TDMA time period is not large enough to
accommodate the transmissions on all the links of any valid
route-set. In such a scenario, the centralized solver will
return an infeasible status and the solutions obtained with the

Fig. 5. Energy efficiency of the centralized approach for different maximum
time periods. ε = 10−4.

Fig. 6. Energy efficiency of the decentralized approach for different
maximum time periods. ε = 10−4.

decentralized approach will be infeasible as expected. The
portion of the plots in Fig.6, where the curves begin to drop
down after the peak, correspond to scenarios where solutions
do not exist.

Fig.7 and Fig.8 show the network throughput (in bps) ver-
sus the total number of sensor nodes, for our centralized
and decentralized approaches. Plots are shown for different
time periods T . They demonstrate the ability of our proposed
approaches to generate conflict-free overlapping schedules.
As expected, we observe the overall network throughput
increase with the network load and also with decreasing time
periods. For a given network load, the TDMA time period,
which is an input to our algorithms, can be adjusted to not only
increase the throughput of the network, but also to minimize
energy consumption.

D. Performance Comparison With Other Approaches

In this section we compare the performance of our proposed
centralized and decentralized algorithms with the following
two alternative approaches.



PONNAVAIKKO et al.: DELAY-CONSTRAINED ENERGY OPTIMIZATION IN HIGH-LATENCY SENSOR NETWORKS 4295

Fig. 7. Throughput efficiency of the centralized approach for different
maximum time periods. ε = 10−4.

Fig. 8. Throughput efficiency of the decentralized approach for different
maximum time periods. ε = 10−4.

1) TGF (TGF): Greedy forwarding is one of the most
widely used localized routing methods. TGF is a modified
version of the Greedy Minimum Energy forwarding algorithm
described in [13], updated to handle global delay constraints.
This modification helps us make more meaningful evaluations
of our delay-constrained energy optimization algorithms. The
TGF scheme exploits location information to make routing
decisions. Every sensor node is allocated an equal number of
time slots per frame. In addition to the signal transmission
time, to avoid interference, the nodes also need to account for
the propagation delay on the chosen outgoing link. The sensor
nodes shortlist a finite number of next hop candidates that are
closer to a sink than itself. The nodes then estimate the amount
of energy required for transmission on each of the links, using
as input the link propagation delays, number of time slots that
are available for transmission, amount of incoming relay traffic
and the amount of locally generated data per time period.
They then select the link that consumes the least amount of
energy.

Fig. 9. Energy efficiency comparison between the proposed and alternative
approaches. ε = 10−4, T = 110 s.

2) TLCR (TLCR): Unlike TGF, TLCR is an offline routing
algorithm. It is a modified version of the Centralized Optimum
algorithm described in [13], updated to handle global delay
constraints. In this scheme, the Dijkstra’s algorithm is used
to determine the least cost path from a sensor to the sink.
The algorithm is run for each of the sensors, one sensor at a
time, in decreasing order of its distance from the sink. At every
iteration, the cost of each of the links in the network is updated
based on the incremental energy required to transmit the data
generated by the source sensor, on that link. Every sensor
node is allocated an equal number of time slots per frame.
The incremental energy cost for each of the links is computed
based on the amount of data that the link is already carrying,
the propagation delay for the link and the remaining number
of time slots that are available for transmission at the source
of the link.

E. Comparative Results

By design, the projected subgradient algorithm converges
in an iterative manner. As the scale of the problem increases,
the number of iterations required to obtain a near-optimal
solution, also increases. In order to limit the amount of time
and energy spent on computations, we use a predefined number
of iterations imax as one of our stopping criteria. As a result,
we see in Fig.9 that the plot for the energy consumption with
the decentralized algorithm diverges away from that of the
optimal centralized solutions, as the number of nodes in the
network increase. In small networks with relatively few relay
sensors, the performance of TGF and TLCR are comparable
to our proposed approaches. The performance gap begins to
widen as the size of the network increases. We observe that
while our decentralized algorithm takes a performance hit of
≈ 8 dB when compared to the centralized approach at capacity,
it is nevertheless≈ 6 dB and ≈ 3 dB more energy efficient than
the TGF and TLCR algorithms respectively.

Fig.10 shows the network throughput (in bps) versus num-
ber of sensors for the centralized, decentralized, TGF and the
TLCR algorithms. The TGF routes generally contain a greater
number of hops than the TLCR routes. Hence the total time
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Fig. 10. Throughput efficiency comparison between the proposed and
alternative approaches. ε = 10−4, T = 110 s.

spent on signal propagation is larger for TGF. This translates to
a smaller TDMA frame size and a higher network throughput
for TLCR when compared to TGF.

When the centralized and decentralized algorithms are not
constrained by time, the link schedules generated by them
are spaced out, resulting in a low network throughput. But
as network load increases, the proposed algorithms produce
conflict-free overlapping schedules, thereby increasing the
overall network throughput. This is illustrated in Fig.10 where
the throughput scales with increasing load for both the cen-
tralized and decentralized approaches. We observe that while
the decentralized approach is ≈ 1 dB less throughput-efficient
than the centralized approach at capacity, it is still ≈ 5 dB and
≈ 2 dB more throughput-efficient than the TGF and TLCR
algorithms respectively.

For all the discussed algorithms, simulations were also run
for a BER of 10−6, and the comparative results obtained were
similar to those observed with a BER of 10−4.

VIII. CONCLUSION

A mixed-integer programming (MIP) formulation of the
delay-constrained energy optimization problem was consid-
ered to compute near-optimal routes, schedule and power
control solutions for high-latency sensor network (HLSN).
This approach allowed us to compute approximate solutions
to an optimization problem that is otherwise difficult to solve.
This difficulty is attributed to the lack of well-established
closed-form analytical models for the high-latency media
such as underwater acoustic and satellite-based long-range
radio frequency channels. Further, a decomposition of the
centralized optimization problem using Lagrangian multipliers
was considered to solve the problem in a decentralized manner
using the subgradient descent method. Comparative analysis
was carried out using simulations to evaluate the performance
of both the centralized and the decentralized approaches
against the heuristic time-sensitive greedy forwarding (TGF)
and time-sensitive least cost routing (TLCR) algorithms.

We have shown that our MIP-based energy optimization
framework can be effectively used to generate near-optimal

solutions for networks with complex channel characteristics.
Our approach also increases the overall throughput of
the network by taking advantage of the inherently large
propagation delay of the medium to schedule conflict-free
overlapping transmissions. Our simulation results show that
both the centralized and decentralized algorithms outperform
the TGF and TLCR approaches with respect to energy and
throughput efficiency, by a wide margin. We observed that
the performance gap between TGF, TLCR and our proposed
algorithms widens with increasing network load. As the
number of nodes in the network increases, the size and
complexity of the centralized algorithm grows as well. Our
decentralized approach on the other hand pays a reasonable
performance penalty of ≈ 8 dB of energy-efficiency and
≈ 1 dB of throughput-efficiency when compared to our
centralized approach, in exchange for better scalability.

Improving the speed of convergence of the distributed
algorithm is a suggested area for future research. Being able
to estimate the distance between the current and the optimal
solution set in the subgradient algorithm can enable us to
use Polyak step sizes that are known to converge faster
[18, p. 2619]. This can be achieved by using a coordinator
node to assimilate the results of the subproblems and compute
the dual objective at each iteration. Finally, improving the
quality of the solutions by using alternative heuristic primal
recovery methods, could be another area of research interest.

APPENDIX

SOLVING DECENTRALIZED SUBPROBLEMS

Here we discuss the implementation details of solving the
decentralized link-specific optimization subproblem specified
in Eq. (24). Since el = pltl , we have: log (el) = log (pl) +
log (tl).

Let �k and �c be two vectors that contain the knot and
coefficient components respectively, of breakpoints that are
used to approximate the log function. Let 〈., .〉 denote an
inner product expression of two vectors. If a variable x is
replaced by a vector Sx of special ordered set type 2 (SOS2)
variables [25] such that

∑ Sx = 1 and x = 〈�k,Sx〉, then
˜log (x) can be computed as ˜log (x) = 〈�c,Sx〉. Let ϒk and
ϒc be the knot and coefficient vectors of breakpoints used to
approximate function Pl .

Let Se
l , Sw

l , S t
l and S p

l , each be a vector of SOS2 variables
such that el =

〈
�k,Se

l

〉
, wl =

〈
�k,Sw

l

〉
, tl =

〈
�k,S t

l

〉
and r̂l =〈

ϒk,S p
l

〉
. We then have P̃l

(
r̂l

) = 〈
ϒc,S p

l

〉
. Since rl = wl/tl ,

we have r̂l = log (wl)− log (tl). The propagation time for link
l is τl = dlcs .

The decentralized MIP subproblem Eq. (24) for any link
l ∈ L, can now be modeled as follows:

minimize
sl≥0

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

〈
�k,Se

l

〉

+
(
λx(l)w − λr(l)w

) 〈
�k,Sw

l

〉

+
⎛

⎝
∑

m∈ψl

λlm
s + ρl

⎞

⎠ 〈
�k,S t

l

〉

+
⎛

⎝
∑

m∈ψl

(
λlm

s − λml
s

)
⎞

⎠ sl

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(37)
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subject to sl +
〈
�k,S t

l

〉 ≤ T − τmax (38)
〈
ϒk,S p

l

〉 = 〈
�c,Sw

l

〉− 〈
�c,S t

l

〉
(39)

〈
�c,Se

l

〉 = 〈
ϒc,S p

l

〉+ 〈
�c,S t

l

〉
(40)

∑
Se

l = 1
∑

Sw
l = 1

∑
S t

l = 1
∑

S p
l = 1 (41)

Constraints in Eq. (41) implicitly define bounds on their
respective SOS2 variables. Since this subproblem only
involves variables associated with one link, the size of the
problem is very small. As a result, it can be effortlessly solved
with any of the standard methods available for solving MIP
problems.
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