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Abstract—This paper concerns the experimental performance
evaluation of three protocols for channel access in underwater
acoustic sensor networks. In particular, we consider handshake-
Jfree protocols, i.e., solutions for accessing the acoustic channel
without mechanisms of pre-emptive channel reservation, aiming
at obtaining lower packet latencies while maintaining high
throughput. Two of the protocols that we consider, namely,
the Traffic-Adaptive Receiver-Synchronized (TARS) protocol,
and the Lightweight Stochastic Scheduling (LiSS) protocol, are
based on a utility-optimization framework for computing the
optimal transmission strategy dynamically. We benchmark the
performance of TARS and LiSS to that of ALOHA, which is the
exemplary handshake-free protocol. Our experimental evaluation
is based on a testbed of four Teledyne Benthos acoustic modems
deployed in an outdoor pool filled with water from the ocean. Our
results show that the optimization framework of protocols such as
TARS and LiSS achieves remarkable performance both in terms
of packet delivery ratio, because of a noticeable reduction of
interference, and of end-to-end latency, because of considerable
shortening of the slot duration.

I. INTRODUCTION

Underwater acoustic networking is emerging as a concrete
answer to the many application challenges for which under-
water cabling is costly, impractical or too time consuming to
deploy. Typical applications include surveillance of areas such
as ports, harbors and coastlines, or monitoring of fisheries
and excavation sites (e.g., oil wells, trenches, archaeological
sites) [1]. For these networks, a wealth of solutions at all layers
of the protocol stack are being proposed, all addressing the
concerns and challenges of the underwater channel and the
strict requirements of acoustic communications [2]. In partic-
ular, designing and implementing efficient medium access con-
trol (MAC) for underwater acoustic sensor networks (UASNs)
is challenging due to the long propagation delays of the
underwater acoustic channel and its unique spatial-temporal
variability. MAC protocols successfully used for terrestrial
networks are not as effective for accessing the underwater
channel because of the many differences between the radio
channel and its acoustic underwater counterpart. Many radio
protocols based on channel reservation through a “handshake”
between the sender and the receiver, such as an RTS/CTS
exchange a la IEEE 802.11, incur overhead and dispropor-
tionate delays underwater. In fact, many protocols notoriously
inefficient for radio access, such as ALOHA-like approaches,
become effective ways of accessing the underwater channel

because of little overhead and higher channel utilization. In
other words, protocols that avoid the overhead of channel
reservation mechanisms (‘“handshake-free” protocols) result in
good channel access, allowing robust packet communication
even at higher traffic loads.

In this paper we investigate the performance of handshake-
free MAC protocols for underwater communications, where
overhead and higher delays are avoided by transmitting pack-
ets without previous channel reservation. In particular, we
investigate the performance of solutions where interferences
are reduced, and throughput increased, by some form of
probabilistic channel access. The protocols we consider are re-
cently proposed, state-of-the-art solutions, namely, the Traffic-
Adaptive Receiver-Synchronized (TARS) protocol by Han and
Fei [3], and the Lightweight Stochastic Scheduling (LiSS)
protocol proposed by Marinakis et al. [4]. TARS combines
the low overhead of handshake-free protocols with a receiver-
synchronized approach that adjusts the packet transmission
time in a slot to align packet receptions for collision reduction.
A queue-aware utility-optimization framework is formulated to
dynamically determine the optimal transmission strategy that
maximizes the network throughput, which takes both packet
interference and data queue status into consideration. Such
optimal transmission strategy is traffic-adaptive and can be
achieved in a distributed manner, thus being suitable for actual
implementation in multi-hop UASNs. Similar to TARS, LiSS
is also a stochastic MAC protocol targeting network-wide
optimization. Scheduling packet transmission for optimized
throughput is determined by the network topology, without
explicitly considering traffic. To demonstrate the effectiveness
of handshake-free protocols for channel access, we compare
the performance of TARS and LiSS to that of ALOHA, which
is the exemplary handshake-free protocol. As TARS and LiSS
assume that nodes are synchronized, we consider the slotted
version of the ALOHA protocol [5].

Our comparison is based on a testbed of four Teledyne
Benthos (TB) smart acoustic modems, SM-975 [6], which
we deployed in an outdoor pool located at the Marine Sci-
ence Center of Northeastern University in Nahant, MA. Each
modem has been endowed with a basic protocol stack that
we developed using Matlab, which include traffic generation,
MAC protocol implementation and interaction with the API
of the TB SM-975, acting as physical layer. We investigated



fundamental metrics such as the packet delivery ratio (PDR)
and the end-to-end latency of packets exchanged among the
modems configured in a single-hop topology. Our results show
that the adaptive optimization framework of protocols such
as TARS and LiSS achieves remarkable performance both in
terms of PDR, because of a noticeable reduction of inter-
ference, and of end-to-end latency, because of considerable
shortening of the slot duration.

The rest of the paper is organized as follows. In the follow-
ing section we survey related works on the implementation and
testing of MAC protocols for UASNs. Section III gives details
on the three protocols that we have investigated, namely,
TARS, LiSS and Slotted ALOHA. In Section IV we provide
a description of our testbed along with the results from our
experimentation. Finally, Section V concludes the paper.

II. RELATED WORK

In this section we provide an overview of MAC protocols
specifically designed for long-delay UASNS.

There have been significant efforts in the past decade on the
design of underwater MAC protocols to cope with the adverse
features of underwater acoustic communications [4], [7]-
[17]. These solutions can be divided into contention-free and
contention-based MAC protocols. Contention-free protocols,
such as ST-MAC [7] and STUMP [8], require centralized
scheduling, leading to either excessive control overhead or
sluggish responses to network dynamics.

Contention-based MAC protocols are more suitable for
(mobile) UASNs because of their higher flexibility and re-
sponsiveness to varying traffic loads and changing network
topologies. This type of solutions can be further classified into
two categories: handshake-based and handshake-free solutions.
Most existing handshake-based solutions are variants of those
originally proposed for terrestrial wireless networks [9]-[12].
In order to improve channel utilization in UASNS, some pro-
tocols schedule concurrent transmissions by leveraging long
propagation delays, such as DOTS [10] and M-FAMA [11].
Other works reduce the one-way handshake delay through
a receiver initiated approach, an example being provided by
DSH-MAC [12]. However, the handshake procedure inherently
exacerbates the already large propagation overhead, resulting
in limited improvement on channel utilization.

Light-weight  handshake-free =~ protocols,  including
ALOHA [18], become therefore attractive for UASNSs
because of their lower overhead and potentially higher
channel efficiency. However, due to the lack of prior channel
coordination and to the spatial-temporal uncertainty typical
of UASN:S, this type of solutions may suffer from high packet
collisions [13]. To reduce collisions, some ALOHA variants
have been proposed [13]-[16]. The work in [13] adds a
guard band in the time slot to alleviate collisions, which only
works well in short-range networks. The work in [14] uses
an advance notification control packet for collision reduction.
However, the idle time spent in overhearing is a waste of
channel bandwidth, with detrimental consequences also on
packet latency. In [15] and [16], a receiver-synchronized

approach is used to reduce collisions in Slotted ALOHA.
However, both solutions suffer from low throughput in heavy
traffic conditions.

More recently, several handshake-free solutions have been
proposed that use a stochastic approach to find the best
transmission strategy for improving network throughput [3],
[4], [17], [19]. In [17], a stochastic random access method
is proposed based on interference characterization. Its perfor-
mance relies heavily on the accuracy of packet interference
estimation, which in general is not trivial to obtain in time-
varying UASNs. In [19], a Delay-Aware Probability-based
MAC protocol (DAP-MAC) is proposed for high channel
utilization, by leveraging the long acoustic propagation delay
for concurrent transmission. Its utility-optimal transmission
strategy is obtained by considering the difference in node
sending success. However, a long time slot is required to
accommodate concurrent sending, which incurs wasting the
limited channel bandwidth. The work in [4] proposes a
Lightweight Stochastic Scheduling (LiSS) protocol, targeting
network-wide optimization. The utility formulation consid-
ers packet interference within a node’s two-hop neighbor-
hood. However, it does not consider the packet collisions
caused by cross-slot receptions, which may result in increased
packet collisions in large UASNSs. In [3], a Traffic- Adaptive
Receiver-Synchronized protocol (TARS) is proposed with a
queue-aware utility-optimal framework. It improves network
throughput by reducing packet collisions using a receiver-
synchronized scheme, and including the data queue status in
the utility formulation to make the optimal transmission strat-
egy adaptive to traffic loads. Simulation results have shown
that TARS is able to achieve higher throughput and lower
packet delay than LiSS. As LiSS and TARS are among the
best performing handshake-free solutions, we selected them
for comparison in this paper.

III. TARS, L1SS, AND SLOTTED ALOHA

In this section, we describe the three representative
handshake-free protocols considered in this paper, namely,
TARS, LiSS, and Slotted ALOHA.

A. TARS

The Traffic-Adaptive Receiver-Synchronized (TARS) pro-
tocol is a stochastic handshake-free random access protocol
targeting network-wide throughput optimization [3]. TARS
uses a receiver-synchronization approach to solve the spatial
uncertainty issue in UASNs caused by the varying and low
sound propagation speed and by the sender-receiver distance
difference. It sets the receiver as the synchronization reference
rather than the sender, to reduce collisions. A sender transmits
a packet only at the transmission phase in a slot, which is
sender-receiver distance dependent, to align packet receptions
in single slots. As seen from Fig. 1, where packets from
senders ¢ and k are transmitted with different transmission
phases and are received at j in single slots, by aligning packet
receptions within single slots, the spatial uncertainty caused
by the sender-receiver distance difference is eliminated.
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Fig. 1: Receiver synchronization in TARS: Packets from
senders ¢ and k are transmitted with different transmission
phases (d; ; and dy, ;) and are received at receiver j in single
slots, where T%;,; is the slot size.

In TARS, a node is allowed to send a packet in any slot
with its pre-calculated transmission phase to the receiver of the
packet. The decision of whether to send a packet in a slot as
well as which packet to send are made at the beginning of each
slot, according to the optimal transmission strategy, which is
dynamically obtained in a utility-optimization framework for
throughput maximization across all network links. The utility-
optimization framework is queue-aware, taking into account
both packet interference and data queue status, represented
by an estimated empty queue probability. (Details on the
definition of the strategy can be found in [3].) Thus, the
optimal transmission strategy in TARS can adapt to traffic
loads, which is very suitable for mobile and traffic-varying
UASNS.

B. LiSS

The Lightweight Stochastic Scheduling (LiSS) protocol is
also a stochastic handshake-free protocol for network-wide
throughput optimization [4]. Unlike TARS, it uses the tradi-
tional transmitter-synchronization approach, where a node can
only send a packet at the beginning of a slot. Such approach
works well for a network with reduced distances, where the
longest propagation delay is about the same or smaller than
the slot size, guaranteeing in-slot packet receptions. However,
for a large network, due to varying propagation delays for
packets on different links, cross-slot packet receptions may
occur, leading to increased packet collisions.

Similarly to TARS, the LiSS optimal transmission strategy
is obtained by solving a utility-optimization problem (for
whose details the reader is referred to [4]). The optimization
problem considers the packet interference range within a
node two-hop neighborhood, making the optimal transmission
strategy adaptive to network topology, i.e., the number of
one-hop and two-hop neighboring nodes. Therefore, once the
network topology is fixed, the optimal transmission strategy
for network nodes keeps unchanged. However, the optimal
transmission strategy in LiSS does not adapt to traffic loads.
It always chooses the same sending probability (the one under
saturated data loads, as in TARS) for all data loads, which
may be too conservative for channel utilization, especially
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Fig. 2: Four TB SM-975 acoustic modems in the outdoor salt
water pool at the NU Marine Science Center in Nahant, MA.

under scarce packet generation conditions, where the sending
probability could be much higher without hurting the network
throughput.

C. Slotted ALOHA

The ALOHA protocol is one of the earliest and most
basic random access protocols proposed for wireless broadcast
channels [18]. In the slotted version of this protocol, a node
awaits for the beginning of a time slot and then sends the
first packet in its data queue in its entirety to its intended
recipient. An acknowledgment packet (ACK) is sent back
to the sending node to confirm the successful delivery of
the packet. In the event of packet loss (e.g., for interference
with other transmissions), the sending node will attempt to
retransmit the packet in the following slot with probability p,
opting to remain silent in that slot with probability 1 —p. The
randomness in packet retransmission decreases the probability
of repeated collisions, increasing channel utilization [5]. Nodes
will attempt to retransmit a packet for a pre-set total of times
before discarding it.

IV. EXPERIMENTAL RESULTS
A. Testbed settings

The four Teledyne Benthos SM-975 acoustic modems were
submerged in an outdoor circular pool filled with saltwater
from the nearby ocean. The pool is 1 meter tall and its diameter
is 6 meters. The distance between two adjacent modems was
about 2 meters (Fig. 2).

The transmit power of the modems can be set within the
range from 169 dB to 190 dB.! During the experiments in
the pool, the transmit power of all units is set to minimum
(169 dB) as the modems are placed close to one another.
Since there is insignificant fading and interference in the

T All mentioned source levels in dB are relative to 1 pPa measured 1 m
distance from the source.



pool, packets are expected to be delivered successfully, unless
collisions occur. The modems have two modes of operation.
They can use either multiple frequency-shift keying (MFSK)
modulation with incoherent receiver, or phase-shift keying
(PSK) modulation with coherent receiver. During this experi-
ment, we use MFSK modulation with bit rate of 800 bps, over
the frequency band between 9 kHz and 14 kHz.

We implemented the three protocols in Matlab, running on
small-factor computers controlling the modems. The protocol
stack of each of the modem consists of three layers: Applica-
tion, for traffic generation, MAC for channel access, and an
interface to the physical layer for controlling the modem. This
simple architecture is shown in Fig. 3.

c

o

p=

S Data generation

a

Q.

<

Q

S TARS Liss S. Aloha
E Teledyne Benthos SM 975 Driver

Fig. 3: The basic protocol stack for each modem. Data packets
are generated according to a Poisson process of varying rate.
They are then randomly assigned a destination and handled by
the selected MAC protocol, using the Matlab-based interface
to the SM-975 (PHY layer).

The top layer takes care of the packet generation function,
which randomly generates data packets according to a Poisson
distribution with a varying parameter, corresponding to low,
medium and high traffic conditions. In particular, at low traffic
on average, each node is given a packet to transmit every 45 to
90 seconds, which corresponds to a network-wide generation
rate of 0.045 to 0.09 packets per second, while at medium
traffic, the network-wide generation rate grows to 0.135 to
0.18 packets per second. At high traffic each node generates
a packet every 15 to 18 seconds, for a network-wide load of
0.23 to 0.27 packets per second. The corresponding packet
generation rate is identical for all modems. The payload of
each packet is 41 bytes, and the transmission of a packet
including the packet header takes about 1.8 seconds. The
middle layer implements channel access, i.e., it is either TARS,
LiSS or Slotted ALOHA. The MAC transmit function reads
the data packets from the queue and calls the function of

the physical layer. The MAC layer also keeps track of the
acknowledgments from the receiver, and upon time out (for
packet loss) retransmits the packet. The receiver decodes and
stores the received data packets. At the lowest level, we
program the direct interface to the modem through a serial
port connection. The combination of this interface and the
modem acts as the physical layer.

Since the three protocols require node synchronization, we
develop a scheme for time synchronization across the network
nodes. As our topology configuration is a single-hop network,
i.e., each node is in the transmission range of every other node,
we designate a node to be the master, and use its clock as the
reference clock for the network. Any other node receives the
timing information from the master and adjusts its own clock
accordingly. The synchronization process is depicted in Fig. 4.
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Fig. 4: Nodes synchronize their clocks with the master node
by sending and receiving a packet with timestamps. When
a node wants to synchronize its clock, it sends a packet to
the master node, requesting timing information. The master
node responds with a packet that contains the actual time of
receiving the request, as well as the time when the response
is transmitted. This information is sufficient for each node to
estimate the propagation delay (denoted by 7) as well as the
clock difference with the master node (denoted by At).

For Slotted ALOHA we dimension the slot duration to
accommodate the transmission of the data packet, that of
the ACK and twice the propagation delay. For this specific
experiment, the slot duration was selected as 3.2 seconds. If a
node does not receive the ACK by the end of the slot, it will
keep retransmitting the data packet in the following slots with
probability p until either the packet is received successfully or
the maximum allowable retransmissions threshold is reached.
In the latter case, the packet is discarded. The threshold for
maximum allowable retransmissions has been set to 3 for all
three protocols. In other words, if after 4 attempts a packet
is not correctly acknowledged, that packet is discarded. The
probability p used in our experiments has been set to 1/4.
Because of their definition, the slot duration in both TARS
and LiSS only needs to consider the packet transmission time.
Given the packet duration of 1.8 seconds, the slot duration was
selected as 2 seconds for TARS and LiSS in this experiment,
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Fig. 5: Packet delivery ratio.

leaving a guard interval of 0.2 seconds for synchronization
errors, delay spread, and propagation delay.

The TARS implementation includes three major differences
compared to that of Slotted ALOHA. First, TARS uses a
receiver synchronization approach, where nodes compensate
for the propagation delay by sending data packets with trans-
mission phases in a slot to guarantee no cross-slot packet
receptions. Second, TARS uses an optimal adaptive trans-
mission strategy (i.e., the optimal sending probability) that is
dynamically determined by a throughput-optimization frame-
work and changes with data loads and network topology to
increase channel utilization while controlling packet collisions.
Third, ACKs are not sent immediately after a successful packet
delivery. Instead, piggybacked ACKs are utilized to reduce the
ACK overhead. If a node does not have a data packet in the
queue to send a piggybacked ACK to the node from which it
received a packet successfully, it will wait for no more than 25
seconds to send a dedicated ACK packet, similar to the Slotted
ALOHA protocol. On the transmitter side, if an ACK (either
piggybacked or dedicated) is not received within 30 seconds,
the node will retransmit the data packet.

The LiSS implementation differs from that of TARS in two
ways. First, it uses the traditional transmitter synchronization
approach as Slotted ALOHA, where packets are transmitted
at the beginning of a slot. Second, its optimal transmission
strategy is only determined by the network topology, without
adapting to possible variation of the data traffic.

Experiments are conducted as follows. For each MAC
protocol, and each packet generation rate, we conduct three
experiments and report on the averaged results. Each experi-
ment lasts for 35 minutes, where the first 5 minutes are not
included in the analysis to allow for the network to reach a
steady state.

B. Investigated metrics

We compared the three protocols with respect to the fol-
lowing metrics.
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Fig. 6: Average end-to-end packet latency.

1) Packet delivery ratio (PDR), namely, the percentage
of packets successfully delivered to their destinations.

2) Packet end-to-end delay, namely, the time that it takes
to (successfully) deliver a packet. It includes the queuing
delay, transmission delay, and propagation delay.

3) Average number of packet retransmissions, namely,
the average number of packet retransmissions per suc-
cessfully delivered packet.

C. Results

Packet delivery ratio. Average packet delivery ratio is shown
in Fig. 5 as a function of packet generation rate.

At low to medium traffic, TARS and LiSS are capable
of delivering almost all of the data packets as data packets
are unlikely to suffer from four consecutive collisions and
get dropped. TARS achieves the highest PDR because of its
optimized transmission strategy.? LiSS shows lower PDR than
TARS (especially at medium traffic) due to its inability of
adapting to varying traffic.’ Slotted ALOHA shows low PDR
at all traffic rates because of the greater number of packet
collisions and retransmissions, which leads to discarding many
packets. Furthermore, since slotted ALOHA uses longer time
slots, the amount of traffic that it can handle is further reduced.
Packet end-to-end delay. Average delay results are shown in
Fig. 6.

For the packet end-to-end delay, TARS shows better delay
than LiSS at low to medium traffic, because of its more
aggressive transmissions with controlled packet collisions.
Slotted ALOHA exhibits the smallest delay among the three
protocols because of two reasons. First, latency is computed

2Due to the small nodal distances (and also small propagation delays), the
throughput improvement contributed by interference alignment in TARS is
not significant in this experiment.

3Note that in this experiment, the traffic is evenly distributed, i.e. all nodes
have a similar traffic load. The difference between TARS and LiSS would be
more pronounced in cases where traffic is not evenly distributed (e.g. when
one node collects the data from all the other nodes).
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only over successfully delivered packets and we observed
that the few packets delivered by Slotted ALOHA are often
delivered at the first attempts, i.e., with small delays. The
other reason is that when a packet is transmitted in a slotted
ALOHA network, an immediate ACK is expected. Therefore,
retransmissions are attempted within few seconds, reducing the
overall delay.* This is in contrast to TARS and LiSS protocols
where a retransmission is attempted after 30 seconds.
Average number of packet retransmissions. Average number
of packet retransmissions is shown in Fig. 7. The average
number of packet retransmissions is an indicator of packet
collisions. At low traffic, most packets can be successfully
delivered on the first attempt, and therefore few retransmis-
sions occur. As the network traffic increases, more packet col-
lisions happen, resulting in increased retransmissions. Slotted
ALOHA is the worst in terms of packet retransmissions, due
to the lack of effective collision avoidance mechanism. TARS
shows fewer packet retransmissions than LiSS, especially in
medium traffic scenarios, because of its optimal transmission
strategy that reduces packet collisions. It can be seen that at
high traffic, Slotted ALOHA attempts the maximum number of
transmissions (three) for most of the delivered packets, while
TARS and LiSS keep the retransmission times to be less than
two.

V. CONCLUSIONS AND FUTURE WORK

This paper reports the results of a testbed-based compar-
ative performance evaluation of three MAC protocols for
underwater acoustic sensor networks. The three protocols, all
handshake-free and synchronized, are TARS, LiSS, and Slotted
ALOHA. We tested the protocols over a single-hop topology
formed by four TB acoustic modems SM-975 submerged in a
salt water pool. Our results show that the adaptive optimization

4The above results are generated with an unlimited queue length. Limiting
the queue length for each node, will have a significant effect on the end-to-end
delay for all three protocols.

framework of protocols such as TARS and LiSS achieve
remarkable performance in terms of PDR, end-to-end latency,
and number of packet retransmissions.

In the future, we plan to perform similar experiments in the
ocean at the Northeastern University Marine Science Center
in Nahant, MA, where we are developing the Northeastern
University Marine Observatory NETwork (NU MONET) [20],
a multi-hop underwater acoustic network. We plan to evaluate
the performance of the three protocols in networks with up
to 7 nodes with respect to packet delivery ratio, packet end-
to-end delay, number of packet retransmissions, and power
consumption.
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